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Abstract: More than 85% of the world’s cervical cancer fatalities occur in less-developed

nations, causing early mortality among women. In this paper, we propose a novel approach

for the early classification of cervical cancer based on a new feature selection algorithm

and classification method. The new feature selection algorithm is based on a hybrid

of the Waterwheel Plant Algorithm and Particle Swarm Optimization algorithms, and

bWWPAPSO denotes it. Meanwhile, the new classification method is based on optimizing

the parameters of a multilayer perceptron neural network (WWPAPSO+MLP). A publicly

available dataset is employed to verify the effectiveness of the proposed approach. Due

to this dataset’s imbalance and missing values, it is preprocessed and balanced using

SMOTETomek, where undersampling and oversampling were utilized. The usefulness

of class imbalance and feature selection based on the classifier’s specificity, sensitivity,

and accuracy has been demonstrated by way of a comparative study of the proposed

methodology that has been carried out. WWPAPSO+MLP achieves superior performance,

with an accuracy of 97.3% and a sensitivity of 98.8%. On the other hand, several statistical

tests were conducted, including the Wilcoxon signed rank test and analysis of variance

(ANOVA) to confirm the effectiveness and superiority of the proposed approach.

Keywords: classification; cervical; cancer; machine learning; waterwheel plant algorithm;

particle swarm optimization algorithm; medical diagnosis

1. Introduction

According to the World Health Organization (WHO), the most common causes of

untimely death among women across the world are malignancies of the female reproductive

tract, including breast, cervical, and ovarian cancer [1]. Cervical cancer, also known as

cancer of the cervix (the lowermost section of the uterus), is a malignant tumor that develops

when tissue cells covering the cervix begin to expand and multiply uncontrolled without

following the appropriate mechanism for cell division [2]. Cervical cancer is sometimes

referred to as cancer of the uterine cervix. According to the figures that the WHO provides,

more than 270,000 women pass away each year as a result of cervical cancer. More than

85% of these fatalities occur in poor countries, and it is projected that there are 444,500 new

instances of cervical cancer each year [3]. There has been a notable rise in the number of

people diagnosed with cervical cancer in developed nations like the United States and

the United Kingdom [4]. An estimated population of 50.33 million women aged 15 years
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and older in the developing nation of Nigeria are in danger of acquiring cervical cancer.

Cervical cancer is regarded as the second most prevalent malignant tumor among women in

Nigeria, with a high death rate among those who are affected [5]. On the other hand, if it is

caught in its early stages, it is frequently curable with the removal of the affected tissues [6].

Huge volumes of information on cancer have been compiled thanks to the development of

innovative technology in the healthcare sector, and these records are now readily available

to the scientific community [7]. Researchers in machine learning (ML) are continually

working to build improved prediction models capable of analyzing the data currently

available in the field of cervical cancer. The process of diagnosing cervical cancer can be

sped up with the use of predictive models that were constructed using machine learning

techniques [8]. Although these models can predict the outcomes of cervical cancer cases,

there are several limitations of these models such as solving the problem of overfitting [9],

resampling techniques in handling skewed data and less application of data balancing [10],

and less application of dimensionality reduction techniques [11,12]. Nevertheless, these

models are still able to predict the outcomes of cervical cancer cases. As a result, a novel

strategy for the development of an ML model has the potential to give the possibility of

combating cervical cancer in a manner that is more cyclopedic and creates a healthier future

for girls and women.

Cervical cancer continues to pose a significant global health burden, particularly

among women in developing countries, where access to regular screening and early inter-

vention is limited [13]. The disease is the fourth most common cancer in women worldwide

and is largely preventable through early detection and vaccination [14]. However, tra-

ditional screening methods such as the Pap smear and HPV testing often face barriers,

including high costs, limited infrastructure, and patient non-compliance. Early diagnosis

and clinical decision support systems developed from data solutions must address popu-

lations with limited access to care because these underserved populations require these

systems the most.

Machine learning and deep learning methods demonstrate significant potential for

automated cervical cancer diagnosis through demographic and clinical datasets according

to research done in the past few years [15]. A scarcity of studies presents statistical evalua-

tion techniques while failing to perform cross-setting comparisons in their findings [16].

The research presents a robust framework that unites an MLP classifier with a newly de-

signed bWWPAPSO algorithm that implements binary hybrid feature selection through the

Waterwheel Plant Algorithm and Particle Swarm Optimization. The proposed algorithm

targets three objectives: improving prediction performance, emphasizing essential features,

and achieving strong performance across new unseen information.

This research proposes a new approach for predicting cervical cancer given the pre-

liminary resulting of screening from individual medical records. The proposed prediction

model would help in the intelligent detection of cervical cancer using deep learning and

swarm optimization approaches. In addition to supporting the diagnosis of cervical can-

cer, the model that has been developed may also be utilized in actual medical facilities

to support the diagnosis of other forms of cancer, including breast, prostate, and blood

cancers. Predicting the results of biopsies performed on cervical cancer patients is the

primary subject of this article. To evaluate the performance of the model, it provides a

stronger emphasis on having a better positive value of the outcome of the cervical cancer

test; accordingly, it concentrates more on sensitivity rather than calculating other metrics

such as accuracy at the same time. The reason for this is that it has a primary emphasis on

achieving accurate findings for patients who are afflicted with the condition, which means

that it strives to get a higher positive value result. The paper’s significant findings can be

summarized and expanded upon as follows:
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• A novel hybrid optimization approach is proposed to optimize the parameters of

the proposed prediction model based on the waterwheel plant and Particle Swarm

Optimization algorithms.

• The results achieved by the proposed deep neural network are compared to the results

of state-of-the-art prediction models.

• The results of the optimized neural network are compared to three other optimization

algorithms to prove the superiority of the proposed algorithm.

• A set of statistical tests is performed to study the statistical difference, stability, and sig-

nificance of the results achieved by the proposed approach compared to a set of other

competing approaches.

The structure of this paper includes the following sections. Section 1 is the introduction

of the topic addressed in this paper. Section 2 addresses the literature review to shed light

on the previous works related to cervical cancer using artificial intelligence. In Section 3,

the proposed methodology is explained. In Section 4, a summary of the proposed research

findings is presented and discussed. Section 5 of this paper includes the summary and

concluding results of the achieved results.

2. Literature Review

In this section, several publications attempting to categorize cervical cancer are pre-

sented and discussed.

2.1. Feature Selection

It does this by picking a subset of features that make a significant contribution to the

target class. This, in turn, leads to an increase in the overall predictive capacity of the

classifier [17], as well as a reduction in the length of the whole process and the computa-

tional cost [18]. When it comes to lowering the dimensionality of the data, the selection of

features is the key strategy that is utilized [19]. It has been demonstrated in reference [18]

that the performance of ML approaches improves as the dimension of the features being

analyzed is decreased. When a dataset is provided with a collection of characteristics as

input, dimensionality can be reduced by picking the best possible subset of those features

from the dataset [20]. In addition, reducing a problem’s dimensionality helps eliminate

unnecessary features, cut down on noise, and provide for a more trustworthy learning

model because fewer features are involved. Feature selection is reducing the dimensionality

of a dataset by choosing new features that are a subset of the existing ones [21].

2.1.1. Embedded Methods

Several researchers have developed hybrid feature selection strategies [22]. These

techniques combine the strengths of the two methods that were previously discussed.

To pick the most appropriate feature subset, the embedded approach incorporates both

the filter method and the wrapper technique [23]. It is computationally less expensive

than the wrapper approach, more accurate than the filter technique, and considers all

of the features simultaneously [24]. Although it chooses features unique to the model,

it has the following benefits over both methods: it selects features that are particular to

the model. LASSO is the name of a technique that is frequently employed in embedded

feature selection. It was initially presented by [25] for parameter estimation and also

for the selection of features. The penalized least squares regression with the L1-penalty

function is the general framework upon which LASSO is built. LASSO offers a method for

effective feature selection that is predicated on the premise that there is a linear dependence

between the characteristics that are input and the output that is desired [26]. This method

has seen extensive use in classification problems, specifically to choose the best feature
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subset. The L1 regularization causes LASSO to reduce the absolute sum of the coefficients.

An ML model for predicting individuals who suffer from cardiovascular disorders was

created in reference [27]. Two embedding methodologies, namely, the relief and LASSO

procedures, were utilized in the selection process for pertinent characteristics. According to

the analysis of the results, the suggested model achieved an accuracy of 97.65% while using

the LASSO feature selection approach in conjunction with the Random Forest Bagging

Method (RFBM). This result was superior to the one obtained without LASSO, which was

92.65%. The LASSO algorithm was used to predict spot prices for energy to pick attributes

that were important to the task. Because it can identify the most accurate attributes for

the prediction of spot prices for energy, this method works very well for them in their

forecast. The mean average prediction error was reduced by as much as 16.9% thanks to

the improvements in prediction accuracy [28]. When it was put to use in real-world picture

and biological feature selection tasks [26], LASSO delivered a result that was deemed

to be very encouraging. An embedded technique of features election utilizing LASSO

was also presented in the reference [29], which was applied to the input nodes of neural

networks. The strategy that has been presented creates group sparsity and prunes weights

in a grouped way, which ultimately results in the elimination of characteristics that are not

helpful. The filter method performs an independent test without engaging any machine

learning methodology. In contrast, the wrapper method calls for a specified machine-

learning strategy to evaluate a subset of the features. In contrast to wrapper techniques,

which often have a higher degree of classification accuracy but need a significant amount

of computer power, filter approaches have minimal computational costs but inadequate

dependability in classification. Filter approaches have a cheap computing cost, but they

do not provide adequate reliability in classification. Wrapper methods, on the other hand,

tend to complement each other in such a way that they tend to complement each other.

The components of the filter method and the components of the wrapper techniques

are combined in the embedded approach in order to achieve the goal of dimensionality

reduction. In addition, to demonstrate the significance of feature selection within the scope

of this article, a comparative analysis of the two different methodologies for selecting

features (RFE and LASSO) was carried out.

2.1.2. Wrapper Method

An ideal subset of characteristics is chosen in the model based on the inferences drawn

from the model that came before it. Wrapper techniques can discover the interactions

between the various aspects of the dataset, and their prediction performance is frequently

superior to that of filter approaches. By training a model on a certain subset of features, this

method determines how effective that subset of features is. As a result, the computation

required by these approaches is more significant [2,22]. The RFE [30] is a frequently utilized

method to select wrapper features for situations with tiny samples. The RFE accomplishes

its goal by recursively removing attributes and then developing a model based on those

left behind. It determines which attribute (and combination of attributes) contributes the

most to predicting the target attribute(s) by using the accuracy of the model [30]. RFE tends

to get rid of “weak” characteristics, which ultimately leads to creating a more accurate

prediction model with fewer dimensions [31]. When there are fewer characteristics to

consider, a classifier can better focus on creating a model that requires less run time [32].

RFE is used in a variety of diagnostic applications in the medical field. The RFE method was

used to solve issues pertaining to gene selection for microarray data [33,34]. There might be

thousands of characteristics in such data, but the writers would typically eliminate half of

them before moving on to the next phase. Because it deletes features in a recursive manner

utilizing feature weight coefficients (for example, linear models) or feature significance (tree-
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based algorithms), RFE is computationally easier than SFS. However, SFS is more complex.

SFS, on the other hand, is able to remove (or add) features at the discretion of a user-

defined classifier/regression performance parameter [35]. By providing an explanation

of the significance of data cleaning, the replacement of missing values, and the use of

feature selection procedures, the reference [2] illustrated the significance of model creation.

This was accomplished in order to attain efficacy in outcome prediction with an optimal

feature subset. For the purpose of determining the most important risk factors for cervical

cancer detection, they evaluated a number of different feature selection approaches, such

as the simulated algorithm (SA), the Boruta algorithm, and the recurrent feature expansion

(RFE). Regarding the cervical cancer prediction method, reference [36] utilized RFE in order

to ascertain the elements that have a substantial impact on the process. LR, multilayer

perceptron, and SVM classifiers were used, and their performance was assessed according to

accuracy, specificity, and area under the curve (AUC). The SVM that contained the detected

characteristics performed better than others, with an accuracy of 91.04%, specificity of

91.94%, and area under the curve (AUC) of 89%, respectively.

2.1.3. Filter Method

Statistical analysis is utilized in the filter technique to pick the characteristics to use in

the algorithm depending on how closely they are related to the variable that is the focus

of the analysis. Most of the time, filtering techniques are utilized prior to classification

to exclude factors that are not very important [21]. They are a vast improvement over

all previous feature selection strategies in terms of speed and the amount of computer

resources required [37]. The drawback of the approach is that it does not interact with other

characteristics, and it does not consider the model being used. Table 1 summarizes the

feature selection methods.

Table 1. Summary of feature selection methods and studies.

Method Refs. Contributions

Embedded

[25,26]
LASSO introduced for parameter estimation and feature selection based on penalized
least squares regression using the L1-penalty function.

[27]
Applied LASSO for cardiovascular disorder prediction; achieved 97.65% accuracy
using Random Forest Bagging Method (RFBM) compared to 92.65% without LASSO.

[28]
LASSO effectively identified key attributes for predicting spot prices of energy, reduc-
ing mean prediction error by 16.9%.

[29]
Embedded feature selection with LASSO pruned unnecessary features in neural net-
works, creating group sparsity and improving model performance.

[23,24]
Hybrid embedded approaches combining filter and wrapper methods for computa-
tional efficiency and improved accuracy.

Wrapper

[30,31]
Recursive Feature Elimination (RFE) removes weak features recursively, resulting in
better prediction models with reduced dimensionality.

[32] Demonstrated reduced runtime with fewer features using RFE.

[33,34]
Used RFE for gene selection in microarray data, significantly reducing thousands
of features.

[35]
Compared RFE with Sequential Feature Selection (SFS); highlighted differences in
complexity and use cases.

[36]
Applied RFE for cervical cancer prediction, achieving 91.04% accuracy, 91.94% speci-
ficity, and 89% AUC using SVM.
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Table 1. Cont.

Method Refs. Contributions

Filter

[21] Statistical analysis used for selecting features based on correlation with the target variable.

[37]
Filter techniques are fast and computationally efficient but lack interaction between
features and model dependence.

[2]
Illustrated the importance of feature selection in creating effective models by comparing
various techniques like Boruta, SA, and RFE for cervical cancer risk factor detection.

2.2. Class Balancing

The classification categories in a dataset have an unbalanced representation if they are

not all present in equal numbers. In many cases, the “normal” samples make up the vast

majority of the real-world datasets, while the “abnormal” or “interesting” examples make

up only a small portion of the total. This imbalance gives birth to the “class imbalance”

problem [38], which is the challenge of understanding a concept from a group that only

has a limited amount of observations. Research has demonstrated that having balanced

data may lead to higher prediction performance. As a result, various well-known strategies

have been developed and employed in machine learning to solve this issue and improve

the prediction models’ performance [18]. The problem of class imbalance has been encoun-

tered in a variety of domains, including medical diagnosis/monitoring, fraud/intrusion

detection, bioinformatics, text classification, and telecommunications management, and it

is considered to be one of the top 10 difficulties associated with data mining [39,40]. When

imbalanced information is present, the learning process is significantly impacted since

most standard machine learning algorithms anticipate a balanced class distribution [41].

For this reason, many methods tailored to the management of big datasets have been

developed and put into practice. To address the issue of an unevenly distributed dataset,

there are fundamentally three distinct approaches that may be taken: (i) undersampling,

(ii) oversampling, and (iii) hybrid undersampling and oversampling.

An approach known as undersampling primarily aims to preserve the existing class

distribution by systematically excluding classes from which they are more likely to be

represented. In the process of undersampling, the number of samples taken from the

majority class is decreased until they are on par with the number of samples taken from the

minority class [40]. Several different research projects have resulted in the development of

hybrid sampling approaches, which mix oversampling and undersampling to provide a

dataset that is representative of the whole population. The SMOTETomek method is a good

illustration of such a strategy. The synthetic minority oversampling technique (SMOTE)

is an example of an oversampling method, while the Tomek approach is an example of

an undersampling method. Together, these two methods make up the hybrid approach

known as Tomek. For SMOTE to function, each minority class’s sample is first isolated,

and then synthetic samples are introduced along the line segments that connect any/all of

the k minority class’s nearest neighbors [42]. Tomek linkages identified an issue with noise

and borderline sampling when the undersampling approach was applied. Undersampling

is another term that may be used to describe the Tomek Links methodology. They may

be recognized as a pair of classes most unlike each other’s nearest neighbors since the

distance between them is the shortest [43]. They are put to use in the process of removing

overlapping samples that are added by SMOTE [44].

2.3. Classification of Cervical Cancer

In recent years, data have been collected and are currently in a state where the com-

munity of medical researchers may easily access them [3]. Several efforts have been made
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to employ ML in activities such as prediction to assist in the early identification of cervical

cancer [45]. Therefore, earlier research on the Risk Factors dataset, which may be accessed

without charge in the University of California, Irvine (UCI) repository, serves as the pri-

mary impetus for our study [46]. In the study referred to as reference [11], an upgraded

Decision Tree (DT) classifier was utilized on the Risk Factors dataset to classify individuals

diagnosed with cervical cancer. The DT classifier presented is utilized to classify patients

diagnosed with cervical cancer; nevertheless, there was no application of a feature selection

strategy to pick an ideal subset of features. The dataset, including cervical cancer risk vari-

ables, was evaluated by the reference [47] utilizing three different Support Vector Machine

(SVM)-based methods. In reference [9], many machine learning (ML) classifiers, including

Gaussian naive Bayes (GNB), Discriminant Trees (DT), Logistic Regression (LR), K-Nearest

Neighbors (KNN), and Support Vector Machines (SVM), are investigated to classify individ-

uals who have cervical cancer. It was clear that the DT classifier had performed far better

than the other classifiers since its accuracy was 97%. Overfitting the model is a flaw in their

research that has to be addressed. They separated the dataset using the hold-out strategy,

which was appropriate given the small number of observations (858). The k-fold cross-

validation technique with [48] a significant value of k is the approach that should be used

when working with small datasets. This method will permit all datasets to participate in

both the training and testing, offering a more accurate result than the hold-out method [49].

The SVM, Random Forest, and Gradient Boosting machine (GBM) models were combined

using the synthetic minority oversampling method (SMOTE) in reference [8]. A genetic

algorithm (GA) was used for feature selection, and Bayesian optimization was used for

hyperparameter tuning.

Based on sensitivity, a comparison research project including all of the models was

carried out. Their findings demonstrated that GBM has the highest sensitivity, at 77.8%,

followed by SVM, which had a sensitivity of 55.58%, and Random Forest, which had a

sensitivity of 44.4%; hence, their findings have the potential to be improved to reach good

model performance. A DT classifier was built by reference [10] to predict individuals diag-

nosed with cervical cancer. There was no strategy to deal with the disparity in social status.

Classifier decision boundaries can be skewed in favor of the majority class when models are

trained using unbalanced datasets. Consequently, it is of the utmost importance to success-

fully tackle class imbalance by employing preprocessing approaches such as oversampling

the class of the minority or undersampling the class of the majority. For cervical cancer

prediction, the research cited in reference [12] utilized ML approaches such as boosted

Decision Trees, decision forests, and decision jungle algorithms. The boosted Decision Tree

fared better than the other approaches, with an AuC curve of 97%. SMOTE was utilized

to overcome the issue of data imbalance; nevertheless, their approach did not address

the problem of redundant features by employing a feature selection strategy to lower

the problem’s dimensionality. A classification model for cervical cancer was developed

in reference [50] by utilizing RF with SMOTE in conjunction with two feature reduction

approaches, namely, RFE and principal component analysis (PCA). Their findings revealed

that the combination of RF and SMOTE has a comparatively superior performance, with an

accuracy of 96% in predicting the result of the patient’s biopsy. This was determined

after comparing the data obtained. The dataset of risk factors was examined using Sup-

port Vector Machines (SVM), Extreme Gradient Boosting (XGBoost), and Random Forests

(RF) in reference [51]. Before the categorization system, the class imbalance problem was

addressed with SMOTE. According to the findings of their classification, XGBoost and

Random Forest perform significantly better than SVM when predicting the biopsy outcome,

with sensitivity levels of 94% and 95%, respectively. A voting approach incorporating the

DT, LR, and RF classifiers was utilized in constructing a classification model for cervical
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cancer that was cited in reference [52]. PCA was employed as a technique to help minimize

features, while SMOTE was utilized to help tackle the problem of an imbalanced dataset.

According to their findings, the voting classifier, SMOTE, and PCA approach improved the

prediction model’s accuracy, sensitivity, and area under the curve (AUC). Accuracy, sensi-

tivity, and positive predictive ability (PPA) ratios significantly increased inside the SMOTE

voting model, going from 0.93% to 5.13%, 39.26% to 46.97%, and 2% to 29%, respectively.

The fact that the SMOTE approach generates synthetic samples, which causes classi-

fiers to build decision areas that are bigger and less particular rather than smaller and more

specific, is the technique’s most significant shortcoming [53]. A voting mechanism was

utilized in the ensemble approach described in reference [54], which was used to estimate

the probability of developing cervical cancer. Although the ensemble technique overcomes

the difficulties present in the earlier research on cervical cancer, the sensitivity rate is rela-

tively low, which can be related to the unbalanced datasets. Extreme learning machines

(ELMs) and convolutional neural networks (CNNs) were used to construct a model for the

categorization of cervical cancer that was published in reference [55]. The writers accessed

the information from the Herlev database. The accuracy of the proposed CNN-ELM-based

system proposed was 99.5% when applied to the issue of predicting two classes, and it

was 91.2% when applied to classifying seven classes. Although neural networks have been

utilized in several different classification tasks [56], they are time-consuming and call for

massive datasets. A neural network is a technology known as a black box because it can

reduce the amount of room for interpretability. A cervical cancer prediction model (CCPM)

was developed as a consequence of the study that was referenced in reference [57]. This

model is capable of providing an early prediction of cervical cancer by utilizing a number of

risk indicators. Both density-based spatial clustering of applications with noise (DBSCAN)

and isolation forest (iForest) are among the outlier detection methods that are utilized by

the CCPM in order to eliminate outliers. Both of these strategies are designed to identify

and isolate data points that are statistically significant as being outside the norm. They

used SMOTETomek and SMOTE to resample the dataset, including cervical cancer risk

variables. In the end, they used a Random Forest called RF as the basis classifier. Table 2

summarizes the studies related to classification of cervical cancer.

Multiple current research works highlight how machine learning methods improve

both early diagnosis methods and survival rate assessments for cervical cancer patients.

The research published in [13] analyzes survival prediction for cervical cancer patients by

machine learning methods, which reveals the significant function of time-to-event analysis

for clinical decision support. The integration of this capability expands the potential of ML

applications for cervical cancer by moving from diagnostic to prognostic applications.

A different research effort used classic machine learning models including the Support

Vector Machine (SVM) and Gradient Boosting with Decision Tree (DT) and Adaptive

Boosting and Random Forest (RF) to predict cervical cancer as described in [14]. Briefly

described were findings that showed excellent classification success rates reaching 100%

for multiple classifiers and used a user study consisting of 132 Saudi Arabian participants

to gauge how the public receives AI for medical diagnostic purposes.

The authors of this paper [15] presented a federated machine learning system with

IoMT and fuzzed neuron alignment and blockchain to ensure privacy for cervical cancer

prediction. Their system reached 99.26% accuracy, proving secure distributed models for

clinical applications while simultaneously strengthening both prediction performance and

defense mechanisms for the model.

The authors of [16] established a predictive solution by uniting SVM with Gradient

Boosting alongside DT and XGBoost through KNN methods. The research confirmed that

hybrid classifiers show excellent performance capabilities with 96% accuracy accompanied
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by 98% precision together with recall and an F1-score. The paper encourages multidisci-

plinary teamwork for future development and promotes integration between emerging

technologies and better datasets.

Researchers published recent findings about a deep convolutional neural network

(CNN) framework that produced exceptional results in robust skin cancer classification

and analysis on dermoscopic images according to study findings presented in [58]. The pre-

dictive task’s domain remains distinct, yet the challenges concerning class imbalance, deep

feature learning, and model predictability match cervical cancer detection requirements.

The research adopted augmentation alongside cross-validation techniques for improving

model performance, which corresponded to our preprocessing pipeline methods. The re-

search demonstrates that deep learning remains essential for medical classification duties

through its combination with optimization and regularization techniques in neural net-

works. Studies in cervical cancer diagnosis and other diseases based on prediction use CNN

models, ensemble methods, and federated learning approaches. The proposed research

implements privacy-protecting hardware infrastructure that permits distributed clinical

information processing while utilizing a combination of SVM and KNN and boosting

technology-based classifiers. The proposed method combines a binary hybrid metaheuris-

tic for feature selection and a deep MLP classifier, enabling an optimized approach to

dimensionality reduction and enhanced generalization on imbalanced datasets.

Table 2. Summary of studies on cervical cancer classification.

Ref. Methodology Results Limitations Dataset

[11]
Decision Tree (DT) clas-
sifier applied to the Risk
Factors dataset

Demonstrated classifica-
tion capability without
feature selection.

No feature optimization
was applied, leading to
suboptimal results.

Feature (structured
numerical data)

[47]
SVM-based methods on
the Risk Factors dataset

Evaluated three SVM
methods with moderate
classification success.

Overfitting not addressed;
no preprocessing to im-
prove model robustness.

Feature (structured
numerical data)

[9]

Gaussian Naive Bayes
(GNB), DT, Logistic
Regression (LR), KNN,
SVM

DT achieved the highest
accuracy (97%) among the
classifiers.

Overfitting due to hold-
out validation on a small
dataset; better validation
techniques like k-fold
were suggested.

Feature (structured
numerical data)

[8]

GBM, SVM, RF combined
with SMOTE, Genetic Al-
gorithm (GA), Bayesian
Optimization

GBM had the highest sen-
sitivity (77.8%), outper-
forming other models.

Sensitivity could be fur-
ther improved; feature op-
timization was not fully
addressed.

Feature (structured
numerical data)

[10]
DT classifier without ad-
dressing class imbalance

Demonstrated decision-
making capability for
classification tasks.

Class imbalance skewed
decision boundaries; no
preprocessing applied to
balance the dataset.

Feature (structured
numerical data)

[12]
Boosted Decision Trees,
Decision Forests, Decision
Jungle with SMOTE

Boosted Decision Tree
achieved the highest AUC
(97%).

Did not use feature selec-
tion to reduce dimension-
ality; redundant features
may affect performance.

Feature (structured
numerical data)
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Table 2. Cont.

Ref. Methodology Results Limitations Dataset

[50]
RF with SMOTE, RFE,
and PCA for feature reduc-
tion

Achieved 96% accu-
racy with RF; combined
feature reduction tech-
niques demonstrated
effectiveness.

Limited exploration of
other ML models for com-
parison.

Feature (structured
numerical data)

[51]
SVM, XGBoost, RF with
SMOTE

XGBoost and RF outper-
formed SVM in sensitiv-
ity (94% and 95%, respec-
tively).

Did not investigate addi-
tional optimization tech-
niques or ensemble meth-
ods for improvement.

Feature (structured
numerical data)

[52]
Voting classifier (DT, LR,
RF) with SMOTE and
PCA

Improved accuracy, sen-
sitivity, and AUC signifi-
cantly; addressed dimen-
sionality reduction and
class imbalance.

SMOTE caused larger, less
specific decision areas, af-
fecting classification preci-
sion.

Feature (structured
numerical data)

[54]
Ensemble methods with a
voting mechanism

Improved classification
performance; addressed
challenges in prior
studies.

Sensitivity remained
low due to unbalanced
datasets.

Feature (structured
numerical data)

[55]
CNN-ELM applied to the
Herlev database

Achieved 99.5% accuracy
for two-class classification
and 91.2% for seven-class
classification.

High computational cost;
neural networks lack in-
terpretability and require
large datasets.

Image data (medi-
cal imaging data)

[57]
RF with SMOTETomek,
DBSCAN, and iForest for
outlier detection

Successfully handled class
imbalance and outliers;
achieved robust predic-
tions with RF.

Limited comparison with
other classifiers; potential
over-reliance on prepro-
cessing methods.

Feature (structured
numerical data)

[13]
ML-based survival predic-
tion

Emphasized survival anal-
ysis; extended ML use
from diagnosis to progno-
sis.

Did not focus on classifi-
cation tasks; lacks perfor-
mance benchmarking.

Feature (structured
numerical data)

[14]
RF, DT, SVM, KNN, Gra-
dient Boosting, AdaBoost

Achieved 100% classifica-
tion accuracy with several
models; included a public
perception survey.

Did not address class im-
balance or feature selec-
tion; lacks external dataset
validation.

Feature (structured
numerical data)

[15]
Federated ML with IoMT,
fuzzed neuron alignment,
and blockchain

Achieved high accuracy
(99.26%) with secure and
privacy-preserving model
training.

High complexity and
overhead; lacks inter-
pretability and model
transparency.

Feature (structured
numerical data)

[16]
Combined ML (SVM,
GradBoost, DT, KNN, RF,
XGBoost)

Achieved 96% accuracy
and 98% precision, recall,
and F1-score; promoted
hybrid classifiers.

No mention of privacy or
statistical significance test-
ing; limited real-world de-
ployment analysis.

Feature (structured
numerical data)

[58]
Optimized Deep CNN
with augmentation and
cross-validation

Developed a robust skin
cancer classification sys-
tem with high accuracy on
dermoscopic images.

Focused on skin cancer
only; does not consider
federated learning, pri-
vacy, or feature selection.

Image data (dermo-
scopic)

2.4. Research Gaps and Contributions

Research difficulties remain prominent in the literature about using machine learn-

ing and nature-inspired optimization techniques to predict cervical cancer, even though
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scientific inquiry into this approach increases. The solution to these research gaps proves es-

sential to enhance the diagnostic precision, interpretability, and generalization of predictive

models when used in actual healthcare facilities.

• Inadequate Handling of Class Imbalance: Many earlier studies failed to address the

class imbalance problem within cervical cancer datasets because the non-cancerous

cases outnumber cancerous cancer cases. The deceptive accuracy statistics of biased

classifiers arise from unbalanced classes, which causes them to recognize genuine

cancer cases properly.

• Suboptimal and Isolated Feature Selection Strategies: Choosing features is a vital

data simplification technique to enhance model effectiveness because feature selection

directly affects model efficiency. Most current works choose single-method feature

selection approaches while needing hybrid methods that exactly balance exploration

and exploitation to discover the most critical features.

• Limited Adoption of Hybrid Optimization Algorithms: The adoption of hybrid algo-

rithms that merge complementary search strategies stands as a rare occurrence because

numerous studies continue to rely on metaheuristic optimizers like Genetic Algorithm

(GA), Particle Swarm Optimization (PSO), or Whale Optimization Algorithm (WOA).

• Insufficient Statistical Validation: The evaluation of many studies depends entirely on

fundamental accuracy and precision results because they do not perform actual statis-

tical significance evaluations (e.g., ANOVA and Wilcoxon signed-rank) to establish

the robustness of their results.

• Generic and Untuned Classifier Architectures: The implementation of generic classi-

fier architectures together with untuned architecture components remains prevalent

throughout existing works. Cervical cancer data analysis suffers when off-the-shelf

models operate without proper adjustment since such restricted use inhibits the classi-

fier from identifying precise domain-specific patterns in the data.

This research presents a new framework that uses a feature selection approach based

on the bWWPAPSO combination between the Waterwheel Plant Algorithm and Particle

Swarm Optimization (bWWPAPSO) followed by an optimized Multilayer Perceptron (MLP)

classifier. This study presents its main contributions through the following points:

1. The proposed novel hybrid feature selection method (bWWPAPSO) achieves effective

feature subset discovery by uniting exploration and exploitation operation mechanisms.

2. Applying SMOTETomek as a hybrid resampling technique helps reduce class imbal-

ance effects, improving the recognition of minority class instances.

3. We utilize the chosen features to optimize a Multilayer Perceptron (MLP) neural

network that functions as a specific cervical cancer prediction architecture.

4. In its comprehensive assessment, this study employs multiple performance metrics

for analysis, including Accuracy, Sensitivity, Specificity, Positive Predictive Value

(PPV), Negative Predictive Value (NPV), and F-score.

5. The statistical importance of our work receives validation through both ANOVA

(Analysis of Variance) and Wilcoxon signed-rank testing, which confirms the solid,

stable and advanced state of our proposed method.

The goal of this study is to create a performance-based diagnostic system that combines

statistical validation methods for early detection of cervical cancer through an advanced

classification system.
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3. The Proposed Methodology

The fundamental architectural structure of the suggested model is depicted at the

top of Figure 1. In addition, it demonstrated the structure of the model in terms of the

numerous components that comprise the system and how these components are connected.

Figure 1. The architecture of the proposed methodology.

3.1. Dataset Description and Visualisation

A hospital in Caracas, located in Venezuela, is where the data for the dataset was

acquired. It is known as the Risk Factors dataset, and it may be found on the machine

learning repository at the University of California, Irvine (UCI) [46]. This public dataset

provides information on 858 patients (samples) along with 36 different features. The char-

acteristics include medical histories, behavioral patterns, and demographic information.

Unfortunately, the dataset has certain missing values; as a result, the dataset has to be

processed to accommodate the missing values. These are the characteristics that are known

to increase the likelihood of developing cervical cancer. The findings of the Hinselmann and

Schiller diagnostic tests and cytology and biopsy, which are the most common diagnostic

procedures for cervical cancer, will serve as the goal variables in this study. Due to an

excessive number of missing values, the two characteristics “time since first diagnosis” and

“time since last diagnosis” have been removed from the analysis to guarantee the reliability

of our findings. The biopsy has traditionally served as the gold standard for identifying

individuals suspected of having cervical cancer, and the purpose of this research is to

develop a method that can anticipate the results of the biopsy. Figure 2 illustrates the

heatmap of the features of the adopted dataset.
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Figure 2. The heatmap of the features of the adopted dataset.

3.2. Data Preprocessing

The researchers utilized the Cervical Cancer Risk Factors dataset from the UCI Machine

Learning Repository from a hospital in Caracas, Venezuela. The dataset consists of 858

records, which hold 36 different attributes that measure demographic characteristics and

behavioral patterns and clinical test results such as Hinselmann and Schiller and Cytology

and Biopsy. The sample data present continuous measures, including age together with

several pregnancies and years of smoking and categorical measures that comprise HPV

descriptions and HIV and STD diagnoses. The main goal of this research pertains to the

”Biopsy” variable as it detects whether the patient received a cervical cancer diagnosis.

The Yes/No binary response functions as the fundamental truth for supervisor learning

methods. Around 96% of the dataset entries match the non-cancerous class, whereas cancer-

positive cases make up just about 4% of the entries. The class imbalance needs proper

handling before progressing with generalization since SMOTETomek resampling was

applied later. The available dataset lacks various values representing factors contributing to

cervical cancer risks. We designed a thorough data preprocessing procedure for handling

the issue. The processing of missing values involves two methods that are either removing

instances or filling in the gaps. We removed all features that presented more than 60% of

missing values from the data, including ”STDs: Time since first diagnosis” and ”STDs:
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Time since last diagnosis.” The remaining applications were processed through two data-

handling methods. We removed complete records from the database; thus, our final sample

size became 737 instances instead of 858. We used two methods to maintain the remaining

data (1 and 2) by substituting numerical values with the mean and categorical values with

the mode in a framework shown in Figures 1 and 2.

Mean(x) =
1

n

(

n

∑
i=1

xi

)

(1)

where i is the ith value of variable X, xi is the ith variable, and n is the number of

dataset variables.

Model(Z) = L +

(

fm + fm−1

( fm − fm−1) + ( fm − fm−1)

)

(2)

where fm−1 is the frequency of the preceding class, m represents the class mode, L is

the lower boundary point of mode class, fm is the frequency of the mode class, C is the

length of the mode class, and fm+1 is the frequency of the succeeding class. It was also

decided to exclude from the dataset the characteristics STDs_Time_since_last_diagnosis

and STDs_Time_since_ f irst_diagnosis that had a missing value percentage of more than

sixty percent (787 out of 858).

3.3. Dataset Balancing Using SMOTE

Due to the fact that 96% of the observations are non-cancerous instances and just

4% are malignant cases, the distribution of positive and negative classes in the dataset

containing the risk factors for cervical cancer is severely skewed. This can be seen in

Figure 1. The topic of unbalanced datasets in the cervical cancer risk factors dataset

has received the least attention from previous publications. To rectify the significant

data imbalance within the cervical cancer dataset, we use SMOTETomek. Undersampling

(Tomek) and oversampling (SMOTE) are both components of the SMOTETomek resampling

approach. Figure 3 illustrates the balanced classes that are produced as a consequence of

this technique.

3.4. Waterwheel Plant Algorithm (WWPA)

In the space of potential solutions to the problem, the Waterwheel Plant Algorithm

(WWPA) is a population-based approach that, via iteration, can give an adequate answer

based on the search power of its population members. Each waterwheel comprising

the Waterwheel Plant Algorithm (WWPA) population has its own values for the issue

variables. This is because of the location that they hold in the search space. Accordingly,

each waterwheel symbolizes a possible solution to the problem, which may be represented

mathematically by a vector. The following matrix is used to depict the Waterwheel Plant

Algorithm (WWPA) population, comprised of all the waterwheels. At the beginning of the

Waterwheel Plant Algorithm (WWPA) implementation, the placements of the waterwheels

in the search space are randomly adjusted using the following formula [59].

P =



















P1
...

Pi
...

PN



















=



















p1,1 · · · p1,j · · · p1,m
...

. . .
...

...
...

pi,1 · · · pi,j · · · pi,m
...

...
...

. . .
...

pN,1 · · · pN,j · · · pN,M



















(3)

pi,j = lbj + ri,j.(ubj − lbj), i = 1, 2, ..., N, j = 1, 2, ..., m (4)
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where N is the number of variables and m is the number of waterwheels; ri,j is a random

integer in the interval [0, 1]; lbj and ubj are the lower and upper bounds of the j-th problem

variable, respectively; P is the population matrix of waterwheel locations; Pi is the i-th

waterwheel, symbolizing a potential solution; and pi,j is the j-th dimension, representing

the problem variable.

Figure 3. (a,b) The accuracy of cervical classification using the proposed methodology.

To ensure that the goal function can be computed for each waterwheel, each repre-

sents a potential solution. An appropriate representation of the values that have been

decided to compose the objective function of the issue may be achieved through a vector,

as demonstrated by example (3).

F =



















F1
...

Fi
...

FN



















=



















F(X1)
...

F(Xi)
...

F(XN)



















(5)

In this equation, F represents a vector that contains all of the values of the objective

function, and Fi represents the estimated value for the i-th waterwheel. The evaluations

of the objective functions are the most important measure to identify the most effective

solutions. Because of this, the most significant value of the objective function relates

to the best candidate solution (also known as the best member), while the lowest value

corresponds to the worst candidate solution (also known as the worst member). Because the

waterwheels travel over the search area at different speeds in each iteration, the best

response must change with time.
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Waterwheels can locate the origin of pests because of their keen sense of smell, which

makes them powerful predators. When the waterwheel begins to attack an insect, it does so

whenever the bug enters its area of attack. After locating the insect, it launches an assault

and hunts for it. To represent the first step of its population update process, the Water-

wheel Plant Algorithm (WWPA) simulates the behavior of waterwheels described above.

By modeling the waterwheel attack on the insect, which causes significant alterations in the

location of the waterwheel in the search space, the exploration capability of Waterwheel

Plant Algorithm (WWPA) is boosted, allowing it to perform better in discovering the opti-

mal zone and escaping from local optimality. Using the following equation in connection

with the simulation of the waterwheel’s approach to the insect, one may calculate the new

location of the waterwheel with the help of this equation. If shifting the waterwheel to this

place increases the value of the objective function, then the previous site will be switched

out for the one mentioned further down in this paragraph.

−→

W = −→r 1.(
−→

P (t) + 2K) (6)

−→

P (t + 1) =
−→

P (t) +
−→

W .(2K +−→r 2) (7)

Alternately, if the answer does not improve after three iterations in a row, the water-

wheel’s location can be altered by employing the equation presented below.

−→

P (t + 1) = Gaussian(µP, σ) +−→r 1

(

−→

P (t) + 2K
−→

W

)

(8)

The random variables −→r 1 and −→r 1 have values that fall within the ranges of [0, 2] and

[0, 1], respectively and accordingly. Furthermore, the variable K is an exponential variable

that may take on values within the [0, 1] range. The vector
−→

W represents the circumference

of the circle in which the waterwheel plant will seek locations that have the potential to

yield positive results.

An insect is captured using a waterwheel plant, and then it is transported to a feeding

tube after being transported. A simulation of the behavior of waterwheels serves as

the basis for the second stage of the population update process in Waterwheel Plant

Algorithm (WWPA). Since the model of transporting the insect to the appropriate tube

leads to the creation of small changes in the position of the waterwheel in the search space,

the Waterwheel Plant Algorithm (WWPA)’s exploitation power is increased during the local

search, and better solutions are converged near the ones that have already been discovered.

This is made possible by the fact that the creators of Waterwheel Plant Algorithm (WWPA)

first chose a new random location for each waterwheel in the population. This location is

designed to be a “good position for consuming insects”, representing the natural action

of waterwheels. As a result, the waterwheel is relocated to the new position if the value

of the objective function is more significant at this new location, as demonstrated by the

equations presented below.

−→

W = −→r 3.(K
−→

P best(t) + r3
−→

P (t)) (9)

−→

P (t + 1) =
−→

P (t) + K
−→

W (10)

It is important to note that
−→

P (t) represents the current solution at iteration t, while
−→

P best represents the best solution. The random variable −→r 3 has values that fall between

the [0, 2] range. The following modification is implemented in the same manner as the

exploration phase to guarantee that local minima are avoided. This occurs if the solution

does not improve after three rounds.

−→

P (t + 1) = (−→r 1 + K) sin

(

F

C
θ

)

(11)
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In this context, the variables F and C are random variables with values that fall within

the [−5, 5] range. Furthermore, taking into account the following equation, the value of K

drops in an exponential fashion:

K =

(

1 +
2 ∗ t2

Tmax
+ F

)

(12)

3.5. Particle Swarm Optimization Algorithm (PSO)

The Particle Swarm Optimization (PSO) technique is designed to simulate the intel-

ligence of bird swarms in nature. This is accomplished by allowing particles (potential

solutions) to be flown across the search area for issues. Velocity is the term used to describe

the change in position that a particle experiences. The location of the particles shifts to-

gether over time. Equations (13) and (14) are used to update the velocity of a particle to a

neighborhood best solution while it is in flight.

vi
k+1 = vi

k + c1r1(Pbesti
k + xk) + c2r2(gbest − xi

k) (13)

xi
k+1 = xi

k + vi
k+1 (14)

The velocity of a particle is stochastically accelerated to its prior best location during

the flight procedure. The location vector, xi, and the velocity vector, vi, are the two vectors

that define a particle, i.

3.6. Comparison of WWPA with State-Of-The-Art Optimizers

A comparative evaluation of the Waterwheel Plant Algorithm (WWPA) and state-of-

the-art (SOTA) metaheuristic optimization algorithms suitable for feature selection required

analysis to validate its use in our hybrid method. The optimization framework consists

of five algorithms, namely, the Genetic Algorithm (GA), Particle Swarm Optimization

(PSO), and Grey Wolf Optimizer (GWO) with the Whale Optimization Algorithm (WOA)

and Firefly Algorithm (FA). The adaptive characteristics of water plants serve as inspi-

ration for WWPA, which controls its global search activity against its local optimization

abilities. WWPA surpasses GA and PSO through dynamics agent position regulation by

using environment-responsive movement rules, which make it different from traditional

techniques. The algorithm maintains powerful search abilities through its mechanisms,

which protect it from ending up in sub-optimal solutions.

WWPA differs from GWO and WOA since it omits the requirement of hierarchical

structures and encircling regulation for natural behavior simulation. WWPA enables better

flexibility for navigating complex and high-dimensional search regions in medical feature

selection problems. The local exploitation strengths of FA and PSO produce slower conver-

gence speeds when applied independently to sparse datasets that have either redundant or

noisy features.

WWPAPSO represents a combined algorithm that utilizes WWPA for worldwide

discovery and PSO for performing rapid convergence by exploiting local areas. The combi-

nation structure works best for binary feature selection because it respects diversity while

enhancing solution quality steadily.

3.7. The Proposed WWPAPSO

Locating global optimal solutions to a problem is a complex undertaking. The tech-

nique that is being offered includes the presentation of two practical algorithms. Individuals

move following their global and local best positions in the Waterwheel Plant Algorithm

(WWPA), which is the first available algorithm. In contrast to the local best position, which

refers to the best position that an individual has discovered up to this point, the global best
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position is the best position of the whole population. Due to this social behavior, people in

the Waterwheel Plant Algorithm (WWPA) can converge on their global goal. Our suggested

hybrid optimizer is a Waterwheel Plant Algorithm (WWPA), which we chose because of its

robustness, dependability, and ease of use.

Our selection of WWPA occurred because it excels at exploring complex high-

dimensional spaces similar to those found in cervical cancer feature data. The WWPA

methodology maintains solution diversity and avoids premature convergence because of

its advantages, which are ideal for biomedical feature selection in applications that face

overlapping and noisy features.

The PSO algorithm is the second optimizer we have presented for our hybrid method.

Swarm Optimization, often known as PSO, is a metaheuristic optimizer based on swarms

and mimics particles’ social hierarchy and foraging behavior. Particles’ positions affect the

individuals that are shifted within the PSO.

We chose PSO as an additional algorithm since it brings powerful exploitation capa-

bilities. WWPA uses an exhaustive search, while PSO brings efficiency through global

population best and accuracy through individual local best to optimize the algorithm’s

search capabilities. The hybridization scheme explores wide-ranging search areas while

performing local refinement, vital for selecting optimal medical data feature subsets.

The steps of the proposed WWPAPSO algorithm are depicted in Figure 4.

Figure 4. The steps of the proposed WWPAPSO algorithm.
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In Figure 4, the proposed WWPAPSO algorithm presents its workflow in illustrating

how WWPA and PSO unite to execute hybrid feature selection and optimize classification

accuracy. The method starts with populating a pool of candidate solutions that use binary

forms to represent possible feature subsets as individual particles. The population spreads

its members randomly throughout their defined search region boundaries. The following

step applies a fitness evaluation using an objective function that derives classification

accuracy from each particle’s Multilayer Perceptron (MLP) classifier. The fitness function

rates how well a chosen set of features contributes to precise cervical cancer diagnosis. In

WWPA, any waterwheel agent moves to new positions through dynamic equations in-

tended for environmental interaction and exponential decay of adjustments. PSO provides

exploitation through its ability to update particles by using their personal best positions

together with the global best positions. A few iterations without noticeable progress will

activate local search refinements with stochastic operators (Gaussian distribution or sinu-

soidal perturbation) for escaping local optima while diversifying the search. When the

optimization process satisfies a termination condition (such as maximum iteration count

or stagnation limits), the best-performing feature subset will be used to optimize an MLP

for final classification purposes. Integrating the Waterwheel Plant Algorithm (WWPA)

and Particle Swarm Optimization (PSO) produces a hybrid method that simultaneously

accelerates feature subset selection and optimizes their quality because it capitalizes on

their distinct beneficial characteristics for achieving accurate cervical cancer predictions.

4. Experimental Results

In this section, the results of the experiments are presented and explained. The section

starts with the evaluation metrics, followed by the feature selection results, and then, finally,

the classification results are presented and discussed.

4.1. Evaluation Metrics

When it comes to the field of medicine, verifying that a person is healthy is less

important than making a correct diagnosis of a person who is suffering from a disease.

For this reason, accuracy should not be the sole statistic examined when evaluating a model.

F-measure, precision, specificity, sensitivity, and accuracy are the five performance measures

that were utilized in this study to evaluate the effectiveness of our model concerning

performance. There is a confusion matrix that is used to compute the metrics. The symbols

TP, TN, FP, and FN make up a confusion matrix. This is a table structure that displays the

performance of the model in a visual format. When a malignant individual is accurately

predicted to have cancer, this is called a true positive (TP). TN stands for “true negative”,

which refers to a person who does not have cancer but is also properly predicted to be

cancer-free. When a person who does not have cancer is incorrectly identified as having

cancer, this is referred to as a false positive (FP). FN is an abbreviation for “false negative”,

which suggests that a person who has cancer is not affected by the disease. That FN is

the most crucial component that has to be minimized to the greatest extent feasible is

an abundantly evident reality. Following their fundamental notations, these metrics are

defined as follows:

• Out of the total number of predictions, the model’s accuracy is described by

Equation (15). Accuracy is the number of forecasts that are right.

Accuracy =
TP + TN

TP + TN + FP + FN
(15)

• A model’s sensitivity may be defined as its capacity to identify individuals diagnosed

with cervical cancer accurately. A sensitivity of one gives the impression that the
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model accurately predicted every individual who was diagnosed with cervical cancer.

Equation (16) uses mathematics to define it in a mathematical sense.

Sensitivity =
TP

TP + FN
(16)

• The algorithm’s capacity to accurately predict individuals who do not have cervical

cancer is evaluated based on this parameter, which represents specificity. The defini-

tion of specificity may be found in Equation (17).

Speci f icity =
TN

FP + TN
(17)

• The term “precision” refers to the proportion of individuals who have been diagnosed

with cervical cancer and who have been accurately identified by the model as having

the disease. Precision is a measurement of the proportion of individuals diagnosed

with cervical cancer who agree with the model’s predictions. Equation (18) uses

mathematics to define it in a mathematical sense.

Precision =
TP

TP + FP
(18)

• F-Measure is the model’s precision and sensitivity harmonic mean. It combines the

model’s accuracy and sensitivity, indicating its performance. If the F-measure is

improved, then the number of individuals who have been incorrectly categorized as

having or not having cervical cancer will be reduced. An explanation of what the

F-Measure is may be found in Equation (19).

F − Score =
TP

TP + 1
2 (FP + FN)

(19)

4.2. Feature Selection Results

The results obtained from the feature selection methods, presented in Table 3, for clas-

sifying cervical cancer using the binary Waterwheel Plant Algorithm and Particle Swarm

Optimization (bWWPAPSO) showcase varying performances across multiple evaluation

metrics. These metrics provide crucial insights into the efficacy and suitability of each

method in identifying pertinent features for accurate classification. The average error rate,

a pivotal metric indicating classification accuracy, reveals notable differences among the

methods. Notably, the bWWPAPSO method stands out with the lowest average error rate

of 0.712, suggesting a superior ability to accurately classify cervical cancer cases compared

to other techniques such as bPSO, bBA, bWAO, bBBO, and others. This lower error rate

implies higher precision in distinguishing between cancerous and non-cancerous cases,

signifying the potential effectiveness of bWWPAPSO in this specific context. Considering

the average select size, which measures the number of features selected by each method,

bWWPAPSO demonstrates a relatively lower average select size of 0.685. A smaller av-

erage select size indicates a more concise feature subset, which can potentially reduce

computational complexity and overfitting. However, this needs careful consideration

alongside classification accuracy to strike an optimal balance between a reduced feature

count and maintaining high prediction performance. The fitness metrics—average, best,

worst, and standard deviation—provide further insights into the selected feature subsets’

quality, variability, and stability across different runs. Regarding average and best fitness,

bWWPAPSO consistently displays competitive results, indicating its effectiveness in gener-

ating feature subsets with strong classification capabilities. Moreover, the relatively lower

standard deviation (Std Fitness) observed in bWWPAPSO runs suggests a more stable

performance than other methods like bBBO, bMVO, and others.
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Table 3. The results of variance feature selection methods.

bWWPAPSO bWWPA bPSO bBA bWAO bBBO bMVO bSBO bFA bGA

Avg error 0.712 0.749 0.783 0.793 0.783 0.751 0.760 0.792 0.782 0.763

Avg Select size 0.685 0.885 0.885 1.024 1.048 1.049 0.982 1.055 0.920 0.827

Avg Fitness 0.795 0.812 0.810 0.833 0.818 0.816 0.840 0.850 0.862 0.823

Best Fitness 0.697 0.732 0.790 0.723 0.782 0.805 0.765 0.793 0.781 0.726

Worst Fitness 0.796 0.799 0.858 0.824 0.858 0.892 0.883 0.873 0.878 0.841

Std Fitness 0.618 0.622 0.622 0.632 0.624 0.667 0.673 0.683 0.659 0.624

The proposed binary Waterwheel Plant Algorithm and Particle Swarm Optimization

(bWWPAPSO) method exhibits promising results in accurately classifying cervical cancer,

showcased through its lower average error rate and competitive fitness metrics. These

findings suggest the potential effectiveness of bWWPAPSO in selecting a concise yet

powerful subset of features crucial for classification. Nonetheless, additional validation

studies, including testing on independent datasets and further analysis, are essential to

affirm its robustness, generalizability, and suitability for real-world applications in cervical

cancer classification.

The statistical analysis of feature selection results, presented in Table 4, for classifying

cervical cancer using the binary Waterwheel Plant Algorithm and Particle Swarm Opti-

mization (bWWPAPSO) presents a comprehensive overview of various statistical measures

across different feature selection methods. The analysis encompasses descriptive statistics

such as standard deviation, maximum, minimum, quartiles, mean, and other key parame-

ters for ten feature selection methods. These statistics offer insights into the distribution,

variability, and central tendencies of the performance metrics evaluated. Across the meth-

ods, the statistics unveil nuanced differences in the performance metrics. For instance,

the minimum and maximum values indicate the range within which the performance

metrics fluctuate. The minimum values showcase the least optimal performance achieved

by each method, while the maximum values highlight the best-performing scenarios. In this

case, the bWWPAPSO method demonstrates a minimum value of 0.710 and a maximum

of 0.713, showcasing a relatively smaller range (0.003) than other methods, such as bBA,

with a range of 0.026. The quartiles—25th, 50th (median), and 75th percentiles—indicate

the spread of data around the median. Interestingly, the quartiles exhibit identical values

for most methods, including bWWPAPSO, suggesting a consistent distribution of perfor-

mance metrics within these methods. Moreover, the mean and standard deviation provide

insights into the central tendency and dispersion of the data, respectively. The mean values

for bWWPAPSO and other methods help gauge the average performance. At the same

time, the standard deviation offers a measure of the variability or spread of the perfor-

mance metric values around the mean. Here, bWWPAPSO displays a smaller standard

deviation (0.001), indicating less variability in its performance across different runs than

other methods. The statistical analysis of feature selection results showcases nuanced

differences among various methods, providing valuable insights into their performance

characteristics. The bWWPAPSO method demonstrates competitive and consistent perfor-

mance, as indicated by its relatively smaller range, consistent quartile values, and lower

standard deviation. However, while these statistics offer a quantitative understanding of

performance, further analysis and validation, considering the trade-offs between accuracy,

feature subset size, and stability, are essential to determine the most compelling feature

selection method for cervical cancer classification.
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Table 4. Statistical analysis of the feature selection results.

bWWPAPSO bWWPA bPSO bBA bWAO bBBO bMVO bSBO bFA bGA

Number of values 10 10 10 10 10 10 10 10 10 10

Minimum 0.710 0.742 0.773 0.773 0.773 0.742 0.742 0.782 0.775 0.759

25% Percentile 0.712 0.750 0.783 0.793 0.783 0.752 0.760 0.792 0.782 0.763

Median 0.712 0.750 0.783 0.793 0.783 0.752 0.760 0.792 0.782 0.763

75% Percentile 0.712 0.750 0.783 0.793 0.783 0.752 0.760 0.792 0.782 0.763

Maximum 0.713 0.753 0.787 0.799 0.798 0.762 0.773 0.799 0.789 0.769

Range 0.003 0.011 0.014 0.026 0.025 0.020 0.031 0.018 0.014 0.010

Mean 0.712 0.749 0.783 0.792 0.783 0.752 0.760 0.791 0.782 0.763

Std. Deviation 0.001 0.003 0.004 0.007 0.006 0.005 0.007 0.004 0.003 0.002

Std. Error of Mean 0.000 0.001 0.001 0.002 0.002 0.001 0.002 0.001 0.001 0.001

Sum 7.122 7.490 7.827 7.915 7.834 7.515 7.595 7.913 7.818 7.633

The ANOVA (Analysis of Variance) test, presented in Table 5, applied to the feature

selection results for classifying cervical cancer using the binary Waterwheel Plant Algo-

rithm and Particle Swarm Optimization (bWWPAPSO) provides critical insights into the

significance of differences among the performance metrics obtained from various feature

selection methods. The ANOVA (Analysis of Variance) table consists of three main com-

ponents: treatment, residual, and total, each revealing specific information regarding the

variability and significance of the performance of the feature selection methods. Treatment:

This section of the ANOVA table assesses the variance between the different treatment

groups, i.e., the various feature selection methods. The Sum of Squares (SS) for treatment is

0.056, indicating the total variability attributed to differences among the methods. The De-

grees of Freedom (DF) is 9, representing the number of feature selection methods minus

one. The Mean Square (MS), calculated as SS divided by DF, is 0.0062. The F-statistic

(F) measures the variance ratio between the methods to the variance within the methods.

In this case, the F-statistic is 286.3, with degrees of freedom for the numerator (DFn) as

nine and denominator (DFd) as 90, resulting in a highly significant p-value (p < 0.0001).

This implies significant differences among the feature selection methods regarding their

impact on classification performance for cervical cancer. Residual: This section of the

table focuses on the variance within each method or the variability that the treatment

cannot explain (feature selection methods). The SS for the residual is 0.002, indicating the

unexplained variance within the methods. The DF is 90, representing the total number

of observations minus the total number of treatment groups. The MS for the residual is

0.00002. Total: The total variability in the dataset is accounted for in this section. The Total

SS is 0.058, encompassing the variance due to the treatment (feature selection methods)

and the residual variance. The Total DF is 99, representing the sum of DF for treatment

and residual. The ANOVA test results suggest significant differences among the feature

selection methods (treatments) concerning their impact on the classification performance

for cervical cancer. The highly significant p-value (p < 0.0001) indicates that the variability in

performance metrics across these methods is not due to random chance. Still, instead, there

are genuine differences in their effectiveness. This analysis underscores the importance of

selecting the most appropriate feature selection method as it significantly influences the

classification outcome in cervical cancer analysis.
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Table 5. The analysis of variance (ANOVA) test results when applied to the feature selection results.

SS DF MS F (DFn, DFd) p-Value

Treatment 0.056 9 0.0062 F (9, 90) = 286.3 p < 0.0001

Residual 0.002 90 0.00002

Total 0.058 99

The evaluation of feature selection methods through ANOVA analysis required ad-

ditional experiments that ran the evaluations with different configurations to guarantee

the robustness and reliability of results. The study examined the F-statistic and signifi-

cance levels when changing DF values through evaluations for 20 and 30 repetitions for

each method.

Tables 6 and 7 present the ANOVA results for both configurations. The treatment

design included a constant value of DF set to 9, representing the ten feature selection

methods under analysis. The number of repetitions per method affected the residual DF

value to be 190 for twenty runs and 290 for thirty runs. The statistical results display

significant high values (p < 0.0001) across all tests, which validates the dependable nature

of the feature selection evaluation.

Table 6. ANOVA test results using 20 evaluation runs for feature selection methods.

SS DF MS F (DFn, DFd) p-Value

Treatment 0.1082 9 0.01203 F (9, 190) = 369.9 p < 0.0001

Residual 0.006178 190 0.00003251

Total 0.1144 199

Table 7. ANOVA test results using 30 evaluation runs for feature selection methods.

SS DF MS F (DFn, DFd) p-Value

Treatment 0.1640 9 0.01822 F (9, 290) = 529.1 p < 0.0001

Residual 0.009987 290 0.00003444

Total 0.1740 299

The Wilcoxon signed-rank test, presented in Table 8, applied to the feature selection

results for classifying cervical cancer using the binary Waterwheel Plant Algorithm and

Particle Swarm Optimization (bWWPAPSO) aims to ascertain whether there are statistically

significant differences between the performance of these methods. The test involves

comparing measurements from the same dataset to determine if one method consistently

outperforms the other. In this case, the theoretical median (expected performance) for all

methods is 0, while the actual median performance of each method is given. The Wilcoxon

signed-rank test examines the hypothesis that there is no difference in the medians of the

paired samples. The “sum of signed ranks” (W), “sum of positive ranks”, and “sum of

negative ranks” are calculated from the differences between the paired observations’ ranks.

Here, the sum of signed ranks (W) for each method is 55, suggesting a consistent trend

in performance across the methods evaluated. The “p-value (two-tailed)” associated with

each method is 0.002, indicating a high significance level. This p-value suggests that there

is only a 0.2% probability (assuming the null hypothesis is true) of observing such extreme

differences in medians between the methods by chance alone. Hence, a low p-value leads

to rejecting the null hypothesis, suggesting significant differences in performance between

these feature selection methods for classifying cervical cancer. The "Discrepancy" column
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illustrates the difference between the theoretical and actual medians for each method,

reflecting the magnitude of deviation from the expected performance.

Table 8. The Wilcoxon signed rank test results when applied to the feature selection results.

bWWPAPSO bWWPA bPSO bBA bWAO bBBO bMVO bSBO bFA bGA

Theoretical median 0 0 0 0 0 0 0 0 0 0

Actual median 0.712 0.750 0.783 0.793 0.783 0.752 0.760 0.792 0.782 0.763

Number of values 10 10 10 10 10 10 10 10 10 10

Sum of signed ranks (W) 55 55 55 55 55 55 55 55 55 55

Sum of positive ranks 55 55 55 55 55 55 55 55 55 55

Sum of negative ranks 0 0 0 0 0 0 0 0 0 0

p-value (two-tailed) 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002

Discrepancy 0.712 0.750 0.783 0.793 0.783 0.752 0.760 0.792 0.782 0.763

The Wilcoxon signed-rank test reveals statistically significant differences in the perfor-

mance of feature selection methods, highlighting that these methods do not perform equally

when applied to cervical cancer classification. It signifies the importance of choosing the

most effective method based on statistical significance and actual performance metrics

when selecting features for classifying cervical cancer cases. On the other hand, the average

classification error of cervical using the proposed feature selection compared to the other

feature selection algorithms is shown in Figure 5. In this figure, it is clearly shown that the

proposed feature selection algorithm achieves the lowest average error when compared to

the other feature selection methods.

Figure 5. The average classification error of cervical using the proposed feature selection method.

4.3. Cervical Classification Results

The classification results, shown in Table 9, for cervical cancer based on selected fea-

tures demonstrate varying performances across different machine learning algorithms.

These metrics, including Accuracy, Sensitivity (True Positive Rate—TPR), Specificity (True

Negative Rate—TNR), Positive Predictive Value (PPV), Negative Predictive Value (NPV),

and F-score, provide comprehensive insights into the effectiveness of each algorithm in

correctly classifying cancerous and non-cancerous cases. The Neural Network (Multi-Layer

Perceptron—MLP) exhibits the highest Accuracy among the models, achieving 0.881, in-

dicating the proportion of correctly classified cases. Additionally, it showcases a high

Sensitivity (TPR) of 0.862, demonstrating the model’s ability to correctly identify most of

the positive (cancerous) cases. Its high Specificity (TNR) of 0.889 implies its effectiveness

in accurately identifying negative (non-cancerous) cases. Moreover, the Neural Network

achieves a substantial Positive Predictive Value (PPV) of 0.769 and an impressive Nega-
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tive Predictive Value (NPV) of 0.938, emphasizing its ability to precisely predict positive

and negative cases, respectively. The F-score of 0.813 highlights a balanced performance

between precision and recall.

The training data classification performance of the proposed model is depicted through

its confusion matrix (Figure 6). The data visualization includes an informative table of

true-positive and negative cases with false-positive cases and false-negative cases showing

sensitivity and specificity numbers during training processes.

Figure 6. Confusion matrix of the training dataset showing classification results in terms of true/false

positives and negatives.

A confusion matrix appeared in Figure 7 for a test of the proposed model’s generaliza-

tion capability. The practical and stable performance of the model exists beyond training

due to its near-perfect ratio of correct predictions and its minimal number of false outcomes.

Figure 7. Confusion matrix of the test dataset showing classification outcomes.

The Random Forest algorithm demonstrates good overall performance with an Ac-

curacy of 0.767. It achieves a notably high Sensitivity (TPR) of 0.896, indicating a robust

capability to identify positive cases correctly. However, its Specificity (TNR) is compara-

tively lower at 0.537, suggesting a moderate ability to identify negative cases accurately.

The Positive Predictive Value (PPV) and Negative Predictive Value (NPV) are 0.775 and

0.744, respectively. The F-score of 0.831 reflects a balanced performance between precision

and recall. Other algorithms like Support Vector Machine, Gradient Boosting, K-Nearest

Neighbors, Decision Tree, Logistic Regression, and AdaBoost exhibit varying levels of

performance in terms of Accuracy, Sensitivity, Specificity, PPV, NPV, and F-score. They
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generally demonstrate moderate to good performance, with differences in their strengths

in correctly classifying cervical cancer cases and their ability to avoid misclassification.

The results highlight the diverse performance of machine learning algorithms in cervical

cancer classification. While the Neural Network (MLP) and Random Forest show promis-

ing results with high Accuracy and balanced TPR-TNR trade-offs, the choice of the most

suitable model should consider the specific needs of the application, balancing trade-offs

between sensitivity, specificity, and predictive values for clinical or practical relevance.

Table 9. The classification results achieved by variance machine learning models.

Accuracy Sensitivity (TPR) Specificity (TNR) p Value (PPV) N Value (NPV) F-Score

Neural Network (MLP) 0.881 0.862 0.889 0.769 0.938 0.813

Random Forest 0.767 0.896 0.537 0.775 0.744 0.831

Support Vector Machine 0.753 0.865 0.556 0.776 0.698 0.818

Gradient Boosting 0.753 0.885 0.519 0.766 0.718 0.821

K-Nearest Neighbors 0.747 0.865 0.537 0.769 0.690 0.814

Decision Tree 0.740 0.885 0.481 0.752 0.703 0.813

Logistic Regression 0.740 0.844 0.556 0.771 0.667 0.806

AdaBoost 0.740 0.885 0.481 0.752 0.703 0.813

The classification results, shown in Table 10, for cervical cancer based on selected

features using the WWPAPSO+MLP method showcase outstanding performance across

various evaluation metrics, highlighting its effectiveness in accurately distinguishing be-

tween cancerous and non-cancerous cases. This method combines the binary Waterwheel

Plant Algorithm and Particle Swarm Optimization for feature selection, followed by clas-

sification using a Multi-Layer Perceptron (MLP) model. The WWPAPSO+MLP method

achieves an exceptionally high Accuracy of 0.973, indicating the proportion of correctly

classified cases among the total instances. Moreover, it demonstrates an impressive Sensi-

tivity (TPR) of 0.988, suggesting an exceptional ability to identify positive (cancerous) cases

correctly. Additionally, it maintains a strong Specificity (TNR) of 0.914, indicating its capa-

bility to identify negative (non-cancerous) cases accurately. The Positive Predictive Value

(PPV) and Negative Predictive Value (NPV) are notably high at 0.978 and 0.952, respec-

tively. This signifies the method’s ability to predict positive and negative cases precisely,

emphasizing its reliability in making accurate predictions. The F-score of 0.983 showcases

a balanced performance between precision and recall, indicating the WWPAPSO+MLP

method’s ability to maintain high precision and recall simultaneously, making it a robust

and well-rounded model for cervical cancer classification. Comparatively, other meth-

ods, including WWPA+MLP, PSO+MLP, WAO+MLP, FA+MLP, and GA+MLP, also exhibit

strong performance in terms of Accuracy, Sensitivity, Specificity, PPV, NPV, and F-score.

They demonstrate slightly lower metrics than the WWPAPSO+MLP approach but perform

excellently in accurately classifying cervical cancer cases. The WWPAPSO+MLP method

emerges as a highly accurate and reliable approach for cervical cancer classification based

on selected features. Its exceptional performance across multiple evaluation metrics high-

lights its potential as a powerful tool in aiding accurate diagnosis and decision-making in

clinical settings. However, while these results are promising, further validation studies and

assessments on larger datasets are crucial to ensure their robustness and generalizability in

real-world applications.
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Table 10. The classification results achieved by optimization of the MLP model.

Accuracy Sensitivity (TPR) Specificity (TNR) p Value (PPV) N Value (NPV) F-Score

WWPAPSO+MLP 0.973 0.988 0.914 0.978 0.952 0.983

WWPA+MLP 0.951 0.974 0.906 0.953 0.948 0.964

PSO+MLP 0.938 0.964 0.897 0.935 0.942 0.949

WAO+MLP 0.931 0.961 0.885 0.929 0.935 0.944

FA+MLP 0.923 0.954 0.880 0.917 0.932 0.935

GA+MLP 0.916 0.948 0.875 0.906 0.929 0.927

The ANOVA (Analysis of Variance) test, shown in Table 11, applied to the classification

results of cervical cancer, assesses whether there are statistically significant differences in

the performance among multiple treatment groups or classification methods. Treatment:

This section examines the variation in classification performance attributed to the different

treatment groups or methods. The Sum of Squares (SS) for treatment is 0.022, suggesting

the total variability among the methods regarding their classification results. The Degrees

of Freedom (DF) for treatment is 5, representing the number of treatment groups minus

one. The Mean Square (MS), calculated as SS divided by DF, is 0.004472. The F-statistic

(F) measures the variance ratio between the methods to the variance within the methods.

In this case, the F-statistic is 227.8, with degrees of freedom for the numerator (DFn) as

five and the denominator (DFd) as 54, resulting in a highly significant p-value (p < 0.0001).

This indicates significant differences among the classification methods regarding their

performance on cervical cancer classification. Residual: This table section assesses the

unexplained variance or variability within each method, not accounted for by the treatment

(classification methods). The SS for the residual is 0.001, representing the unexplained

variance within the methods. The DF for the residual is 54, indicating the total number

of observations minus the total number of treatment groups. The MS for the residual is

1.96× 10−5. Total: The total variability in the dataset, encompassing both the treatment and

residual variability, is accounted for in this section. The Total SS is 0.023, with a Total DF of

59, representing the sum of DF for treatment and residual. The ANOVA (Analysis of Vari-

ance) test results indicate significant differences in the performance of various classification

methods used for cervical cancer classification. The highly significant p-value (p < 0.0001)

suggests that the observed variability in performance metrics among these methods is un-

likely due to random chance, indicating genuine differences in effectiveness. This analysis

underscores the importance of selecting the most appropriate classification method as it

significantly influences the outcome in cervical cancer classification. Further exploration,

validation, and comparison of these methods on larger datasets or different populations

are essential for a comprehensive understanding of their effectiveness and generalizability.

Table 11. The analysis of variance (ANOVA) test results applied to the classification results.

SS DF MS F (DFn, DFd) p-Value

Treatment 0.022 5 0.004472 F (5, 54) = 227.8 p < 0.0001

Residual 0.001 54 1.96 × 10−5

Total 0.023 59

ANOVA tests became the method to evaluate the consistency of the optimization

model component by running several experiments. The study included six optimization

algorithms through which 20-run and 30-run experiments were conducted. Tables 12

and 13 present the results. The treatment DF is 5 because six optimization methods were

assessed in each execution. The remainder of the degrees of freedom in the model depends
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on how often each method was repeated. Statistical significance remains strong since both

F-statistic results remain high and p-values remain below 0.0001 regardless of run size.

Table 12. ANOVA test results using 20 evaluation runs for optimization algorithms.

SS DF MS F (DFn, DFd) p-Value

Treatment 0.0443 5 0.00886 F (5, 114) = 510.8 p < 0.0001

Residual 0.001977 114 0.00001734

Total 0.04628 119

Table 13. ANOVA test results using 30 evaluation runs for optimization algorithms.

SS DF MS F (DFn, DFd) p-Value

Treatment 0.06636 5 0.01327 F (5, 174) = 610.9 p < 0.0001

Residual 0.00378 174 0.00002173

Total 0.07014 179

The Wilcoxon signed-rank test, shown in Table 14, applied to the classification re-

sults of cervical cancer, assesses whether there are statistically significant differences in

the performance among multiple classification approaches. This non-parametric test is

particularly useful when data may not meet the assumptions of normality and aims to

determine if one method consistently outperforms the others. The table presents results for

different classification approaches, including WWPAPSO+MLP, WWPA+MLP, PSO+MLP,

WAO+MLP, FA+MLP, and GA+MLP. The “Theoretical median” represents the expected

median performance (0 in this case), while the “Actual median” indicates the observed

median performance for each method. The Wilcoxon signed-rank test computes the sum of

signed ranks (W) based on the differences between paired observations’ ranks, indicating

the consistency and direction of differences between the methods. In this case, all methods

yield a sum of signed ranks (W) of 55, suggesting a consistent trend in performance across

the methods evaluated. The “p-value (two-tailed)” associated with each method is 0.002 for

all cases. This low p-value indicates a high significance level, suggesting that there is only a

0.2%

Table 14. The Wilcoxon test results applied to the classification results.

WWPAPSO+MLP WWPA+MLP PSO+MLP WAO+MLP FA+MLP GA+MLP

Theoretical median 0 0 0 0 0 0

Actual median 0.973 0.951 0.938 0.931 0.923 0.916

Number of values 10 10 10 10 10 10

Sum of signed ranks (W) 55 55 55 55 55 55

Sum of positive ranks 55 55 55 55 55 55

Sum of negative ranks 0 0 0 0 0 0

p-value (two-tailed) 0.002 0.002 0.002 0.002 0.002 0.002

Discrepancy 0.973 0.951 0.938 0.931 0.923 0.916

On the other hand, Figure 8 presents the accuracy of the cervical cancer classification

using the proposed approach in comparison to different approaches such as WWPA+MLP,

PSO+MLP, WOA+MLP, FA+MLP, and GA+MLP. As shown in this figure, the classification

achieved by the proposed approach outperforms the other approaches. This confirms the

superiority of the proposed methodology.
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Figure 8. The accuracy of cervical classification using the proposed methodology.

Moreover, the results of the ANOVA (Analysis of Variance) analysis are visualized

in the plots shown in Figure 9. These plots include Residual, homoscedasticity, quartile-

quartile (QQ), and heatmap plots. These plots show the proposed methodology’s effective-

ness from the perspective of statistical analysis.

Figure 9. Visualizing the results of the ANOVA (Analysis of Variance) test based on the proposed

methodology.

Figure 10 illustrates the mean values of six performance metrics for different optimiza-

tion algorithms combined with an MLP classifier. WWPAPSO+MLP achieves the highest

mean values across most metrics.
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Figure 10. Mean values of performance metrics for various optimization algorithms with MLP.

Figure 11 presents boxplots comparing six key metrics across various optimization

algorithms combined with an MLP classifier: WWPAPSO+MLP, WWPA+MLP, PSO+MLP,

WAO+MLP, FA+MLP, and GA+MLP. The WWPAPSO+MLP model consistently outper-

forms others across all metrics, showcasing the highest median values for accuracy, sensitiv-

ity, specificity, and F-score, indicating its robustness and effectiveness in classification tasks.

Figure 11. Boxplots comparing model metrics for various optimization algorithms combined with

MLP classifiers.
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The pair plot in Figure 12 illustrates the relationships between performance metrics

across multiple models. Each scatter plot in the grid compares a pair of metrics for all mod-

els, while diagonal elements display distributions of individual metrics. WWPAPSO+MLP

consistently appears at the upper end of most metrics, showcasing its superior performance

compared to the other models.

Figure 12. Pair plot visualizing relationships between performance metrics for optimization algo-

rithms combined with MLP classifiers.

Figure 13 displays the box plot with a swarm overlay. It highlights the accuracy distri-

bution for each model while allowing for an examination of individual data points through

the swarm overlay. WWPAPSO+MLP achieves the highest accuracy with minimal variance.
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Figure 13. Box plot with swarm overlay visualizing the accuracy of various optimization algorithms

with MLP.

The proposed WWPAPSO technique has its convergence performance examined

by matching it with stand-alone algorithms like the WWPA, PSO, GA, FA, and WOA,

which utilize the same MLP classifier for fairness evaluation. Figure 14 shows the WW-

PAPSO+MLP combination reaching the optimal solution much faster and achieving deeper

levels throughout the iterations than other optimizers that show limited or stagnant fitness

improvements. The Meilleure performance of this hybrid approach demonstrates its ef-

fectiveness in avoiding trapped solutions by helping it achieve faster convergence, thus

making it suitable for biomedical applications with complex datasets.

Figure 14. Convergence curve of WWPAPSO+MLP compared to other metaheuristics (WWPA,

PSO, WOA, FA, an GA) with MLP. The Y-axis shows best fitness values in logarithmic scale over

85 iterations.
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The model classification consistency was evaluated through a regression analysis

between Sensitivity (True-Positive Rate) and F-score across various configuration sets.

Figure 15 demonstrates that both measurements show a positive relationship that indicates

sensitivity improvements directly produce F-score improvements. The model performs

excellently because it scans positive incidents effectively while balancing its precision score

and recall statistics. The model alignment proves vital in medical diagnosis because it

controls both missed cases and incorrect alerts with substantial risks.

Figure 15. Regression plot showing the relationship between Sensitivity (TPR) and F-score across

test runs.

We performed a regression analysis between sensitivity (True-Positive Rate) and F-

score throughout multiple evaluations to study their correlation. The linear representation

in Figure 16 demonstrates that elevated sensitivity directly improves the F-score. This

evidence shows that the model successfully detects positive cases and sustains appropriate

precision–recall ratios during medical diagnostics to reduce false-negative results.

Figure 16. Regression plot showing the relationship between Sensitivity (TPR) and F-score across

model evaluations.

A regression analysis of overall accuracy and F-score was used for validation of model

reliability across different evaluation trials. As demonstrated in Figure 17, a close linear

correlation exists between classification accuracy and F-score. This indicates that higher

accuracy measurements directly lead to better F-score results. The model demonstrates con-

sistent performance, confirming that it identifies samples correctly and optimally balances

precision and recall achievement.
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Figure 17. Regression plot showing the relationship between Accuracy and F-score across

evaluation runs.

The paper uses heatmap visualization to provide detailed evaluation metric compar-

isons for optimization algorithms. The table presented in Figure 18 includes six hybrid

models that merge a metaheuristic optimizer with MLP classifier and their corresponding

performance metrics of Accuracy, Sensitivity (TPR), Specificity (TNR), Positive Predic-

tive Value (PPV), Negative Predictive Value (NPV), and F-score. The developed WW-

PAPSO+MLP system demonstrates superior performance in all assessment indicators,

including sensitivity, demonstrating its effective true identification capability with main-

tained precision. A gradient color scheme strengthens performance gap identification so

users can easily evaluate their assessment models.

Figure 18. Heatmap of performance metrics across hybrid optimization models (Optimizer + MLP).

The performance metric distribution normality analysis used Quantile–Quantile (Q–Q)

plots across all optimization models. Each box in Figure 19 presents the results of Q–Q

analysis performed on different evaluation metrics such as Accuracy and Sensitivity (TPR)

and Specificity (TNR), and Positive Predictive Value (PPV), as well as Negative Predictive

Value (NPV) and F-score. The distribution characteristics indicated by points next to the

red diagonal line show normalcy for our performance metric data, thus validating para-

metric testing in our evaluation. Our comparative evaluation process achieves additional

validation through this step because it strengthens the statistical foundation of our analysis.

The entire experimental workflow consisting of data processing, feature extraction

model building, and assessment took place through Python 3.10. The development in-

cluded the utilization of NumPy and Pandas libraries for data processing along with

scikit-learn libraries for machine learning functions and preprocessing methods Matplotlib

3.9.0 and Seaborn libraries for graphics and TensorFlow/Keras libraries for MLP classifica-
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tion. A Dell Precision 3660 High-Performance Workstation functioned as the platform for

experiments where it ran on a 12th Generation Intel Core i7-12700 processor with 2.10 GHz

base frequency up to 4.9 GHz boost clock speed and 64 GB DDR5 RAM and a 2 TB SSD

for quick data processing. A total of 858 records in the initial cervical cancer dataset com-

prised 36 features, but after data preprocessing, the research retained 737 complete records.

The data collection was divided into two subset groups using an 80:20 percentage split

method for training and validation purposes.

Figure 19. Q–Q plots for evaluating normality across classification metrics. Each subplot tests the

distributional assumption for a specific metric.

5. Conclusions

As one of the leading causes of premature death among women is cervical cancer,

this paper proposed a novel methodology for early classification of this type of cancer.

A new feature selection algorithm and a new classification technique are the foundations of

the unique strategy that we present in this research for the early classification of cervical

cancer. A blend of the Waterwheel Plant Algorithm and the Particle Swarm Optimization

algorithm is the foundation of the new feature selection algorithm, which is denoted by

the acronym bWWPAPSO. Meanwhile, the new classification approach is referred to as

WWPAPSO+MLP. This method considers the optimization of the parameters of a multilayer

perceptron neural network. The suggested method is tested using a dataset accessible to the

general public to determine whether or not it is successful. This dataset was preprocessed

and balanced with SMOTETomek, which utilized both undersampling and oversampling

techniques. This was carried out since the dataset was imbalanced and included missing

values. By means of a comparative examination of the suggested technique that has been

carried out, it has been proven that the effectiveness of feature selection and class imbalance

based on the classifier’s accuracy, sensitivity, and specificity may be demonstrated. With a

sensitivity of 98.8% and an accuracy of 97.3%, the approach that has been suggested reaches

unparalleled performance. On the other hand, several statistical tests were carried out to

validate the statistical significance and distinction of the approach provided. The Wilcoxon

test and the Analysis of Variance (ANOVA) are included in these tests. The outcomes of
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these tests are consistent with what was anticipated to occur due to the proposed strategy.

It is advised that more research be carried out using a larger dataset. This will allow for

more in-depth analysis and comprehension to be carried out, as well as the creation of

a more accurate classification model for the same issue. For the long-term management

of cervical cancer in clinical and customized medical management by decision support

system, it is planned that further study will be carried out in the future.

Future Work and Limitations

The proposed system showcases effective performance in cervical cancer prediction by

combining bWWPAPSO for feature selection and MLP as a deep learning classifier while

facing multiple limitations. Despite its widespread usage, the experimental evaluation

uses only the UCI cervical cancer dataset, but the data contains missing values and an

unbalanced class distribution. Future researchers should test the model using larger clini-

cal data from multiple healthcare facilities to demonstrate universal applicability across

varied population types and setting environments. The system conducts all training and

assessment tasks within a unified central computing setting. Implementing this model

under distributed or federated learning settings would improve data protection and secu-

rity, particularly when working with clinical information that requires distributed storage.

Further analysis should focus on developing privacy-preserving network designs because

of their natural applicability. The model utilizes SMOTETomek for class balance correction,

yet better techniques such as adaptive resampling and cost-sensitive learning would prob-

ably boost outcomes primarily for scarce positive instances. The proposed bWWPAPSO

algorithm received empirical validation but did not undergo direct comparison with all

existing bio-inspired feature selection methods introduced since its development. Future

work should expand the benchmarking phase to include other hybrid and metaheuristic

optimization tools, specifically focusing on medical data applications. External medi-

cal teams face challenges when using deep learning systems in healthcare because these

systems remain difficult to explain. Implementing XAI methods, including SHAP and

LIME, for model decision interpretation will enhance medical practitioner trust levels in

future research.

6. Additional Information

Correspondence and requests for materials should be addressed to S.K.T. and M.M.

Author Contributions: Conceptualization, A.A.A.; Methodology, S.K.T.; Software, S.K.T.; Validation,

S.A.A.; Resources, S.A.A. and M.M.; Data curation, M.M. and D.A.S.; Writing—original draft, A.A.A.,

S.A.A., D.A.S. and M.M.; Writing—review & editing, S.K.T.; Visualization, M.M. and S.A.A.; Supervi-

sion, S.K.T.; Project administration, S.K.T. All authors have read and agreed to the published version

of the manuscript.

Funding: This research is funded by Princess Nourah bint Abdulrahman University Researchers

Supporting Project number (PNURSP2025R716).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data that support the findings of this study are available at

https://archive.ics.uci.edu/dataset/383/cervical+cancer+risk+factors, accessed on 12 December 2024.

Acknowledgments: Princess Nourah bint Abdulrahman University Researchers Supporting Project

number (PNURSP2025R716), Princess Nourah bint Abdulrahman University, Riyadh, Saudi Arabia.

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding

the present study.

https://archive.ics.uci.edu/dataset/383/cervical+cancer+risk+factors


Bioengineering 2025, 12, 478 37 of 39

References

1. Marván, M.L.; López-Vázquez, E. (Eds.) Preventing Health and Environmental Risks in Latin America; The Anthropocene: Politik—

Economics—Society—Science ; Springer International Publishing: Cham, Switzerland, 2018; Volume 23. [CrossRef]

2. Nithya, B.; Ilango, V. Evaluation of machine learning based optimized feature selection approaches and classification methods for

cervical cancer prediction. SN Appl. Sci. 2019, 1, 641. [CrossRef]

3. Kourou, K.; Exarchos, T.P.; Exarchos, K.P.; Karamouzis, M.V.; Fotiadis, D.I. Machine learning applications in cancer prognosis and

prediction. Comput. Struct. Biotechnol. J. 2015, 13, 8–17. [CrossRef] [PubMed]

4. Castanon, A.; Sasieni, P. Is the recent increase in cervical cancer in women aged 20–24years in England a cause for concern? Prev.

Med. 2018, 107, 21–28. [CrossRef] [PubMed]

5. Oluwole, E.O.; Mohammed, A.S.; Akinyinka, M.R.; Salako, O. Cervical Cancer Awareness and Screening Uptake among Rural

Women in Lagos, Nigeria. J. Community Med. Prim. Health Care 2017, 29, 81–88. [CrossRef]

6. Fernandes, K.; Cardoso, J.S.; Fernandes, J. Automated Methods for the Decision Support of Cervical Cancer Screening Using

Digital Colposcopies. IEEE Access 2018, 6, 33910–33927. [CrossRef]

7. Jujjavarapu, S.E.; Deshmukh, S. Artificial Neural Network as a Classifier for the Identification of Hepatocellular Carcinoma

Through Prognosticgene Signatures. Curr. Genom. 2018, 19, 483–490. [CrossRef]

8. Singh, H.D. Diagnosis of Cervical Cancer using Hybrid Machine Learning Models. Master’s Thesis, National College of Ireland,

Dublin, Ireland, 2018.

9. Choudhury, A.; Wesabi, Y.M.S.A.; Won, D. Classification of Cervical Cancer Dataset. arXiv 2018, arXiv:1812.10383. . [CrossRef]

10. Mehmood, M.; Rizwan, M.; Gregus ml, M.; Abbas, S. Machine Learning Assisted Cervical Cancer Detection. Front. Public Health

2021, 9, 788376. [CrossRef]

11. Fatlawi, K. Enhanced Classification Model for Cervical Cancer Dataset based on Cost Sensitive Classifier Hayder. 2017. Available

online: https://www.semanticscholar.org/paper/Enhanced-Classification-Model-for-Cervical-Cancer-Fatlawi/f4ed7a2c1ce1

0b08ad338217743d737de64b056b (accessed on 12 December 2024).

12. Alam, T.M.; Khan, M.M.A.; Iqbal, M.A.; Wahab, A.; Mushtaq, M. Cervical Cancer Prediction through Different Screening Methods

using Data Mining. Int. J. Adv. Comput. Sci. Appl. (IJACSA) 2019, 10. . avaliable ) [CrossRef]

13. Rahimi, M.; Akbari, A.; Asadi, F.; Emami, H. Cervical cancer survival prediction by machine learning algorithms: A systematic

review. BMC Cancer 2023, 23, 341. [CrossRef]

14. Al Mudawi, N.; Alazeb, A. A Model for Predicting Cervical Cancer Using Machine Learning Algorithms. Sensors 2022, 22, 11.

[CrossRef] [PubMed]

15. Nasir, M.; Khalil, O.; Ateeq, K.; Almogadwy, B.; Khan, M.; Adnan, K. Cervical Cancer Prediction Empowered with Federated

Machine Learning. Comput. Mater. Contin. 2024, 79, 963–981. [CrossRef]

16. Srinidhi, K.; J, J.; Lavanya, A.; Ramesh, T.K. Enhanced Prediction of Cervical Cancer Risk by combined Machine Learning

Algorithms. In Proceedings of the 2024 4th International Conference on Sustainable Expert Systems (ICSES), Lekhnath, Nepal,

15–17 October 2024; pp. 1562–1570. [CrossRef]

17. Jessica, E.O.; Hamada, M.; Yusuf, S.I.; Hassan, M. The Role of Linear Discriminant Analysis for Accurate Prediction of Breast

Cancer. In Proceedings of the 2021 IEEE 14th International Symposium on Embedded Multicore/Many-core Systems-on-Chip

(MCSoC), Singapore, 20–23 December 2021; pp. 340–344. [CrossRef]

18. Alghamdi, M.; Al-Mallah, M.; Keteyian, S.; Brawner, C.; Ehrman, J.; Sakr, S. Predicting diabetes mellitus using SMOTE and

ensemble machine learning approach: The Henry Ford ExercIse Testing (FIT) project. PLoS ONE 2017, 12, e0179805. [CrossRef]

[PubMed]

19. Ali, A.; Shaukat, S.; Tayyab, M.; Khan, M.A.; Khan, J.S.; Arshad.; Ahmad, J. Network Intrusion Detection Leveraging Machine

Learning and Feature Selection. In Proceedings of the 2020 IEEE 17th International Conference on Smart Communities:

Improving Quality of Life Using ICT, IoT and AI (HONET), Charlotte, NC, USA, 14–16 December 2020; pp. 49–53. ISSN:

1949-4106. [CrossRef]

20. Tan, P.N.; Steinbach, M.; Karpatne, A.; Kumar, V. Introduction to Data Mining, 2nd ed.; Pearson Education: Boston, MA, USA, 2018.

21. Chandrashekar, G.; Sahin, F. A survey on feature selection methods. Comput. Electr. Eng. 2014, 40, 16–28. [CrossRef]

22. Peng, Y.; Wu, Z.; Jiang, J. A novel feature selection approach for biomedical data classification. J. Biomed. Inform. 2010, 43, 15–23.

[CrossRef]

23. Hamada, M.; Tanimu, J.J.; Hassan, M.; Kakudi, H.A.; Robert, P. Evaluation of Recursive Feature Elimination and LASSO

Regularization-based optimized feature selection approaches for cervical cancer prediction. In Proceedings of the 2021 IEEE 14th

International Symposium on Embedded Multicore/Many-core Systems-on-Chip (MCSoC), Singapore, 20–23 December 2021;

pp. 333–339. [CrossRef]

24. Rodriguez-Galiano, V.F.; Luque-Espinar, J.A.; Chica-Olmo, M.; Mendes, M.P. Feature selection approaches for predictive

modelling of groundwater nitrate pollution: An evaluation of filters, embedded and wrapper methods. Sci. Total Environ. 2018,

624, 661–672. [CrossRef]

http://doi.org/10.1007/978-3-319-73799-7
http://dx.doi.org/10.1007/s42452-019-0645-7
http://dx.doi.org/10.1016/j.csbj.2014.11.005
http://www.ncbi.nlm.nih.gov/pubmed/25750696
http://dx.doi.org/10.1016/j.ypmed.2017.12.002
http://www.ncbi.nlm.nih.gov/pubmed/29247658
http://dx.doi.org/10.4314/jcmphc.v29i1
http://dx.doi.org/10.1109/ACCESS.2018.2839338
http://dx.doi.org/10.2174/1389202919666180215155234
http://dx.doi.org/10.13140/RG.2.2.32311.78245
http://dx.doi.org/10.3389/fpubh.2021.788376
https://www.semanticscholar.org/paper/Enhanced-Classification-Model-for-Cervical-Cancer-Fatlawi/f4ed7a2c1ce10b08ad338217743d737de64b056b
https://www.semanticscholar.org/paper/Enhanced-Classification-Model-for-Cervical-Cancer-Fatlawi/f4ed7a2c1ce10b08ad338217743d737de64b056b
http://dx.doi.org/10.14569/IJACSA.2019.0100251
http://dx.doi.org/10.1186/s12885-023-10808-3
http://dx.doi.org/10.3390/s22114132
http://www.ncbi.nlm.nih.gov/pubmed/35684753
http://dx.doi.org/10.32604/cmc.2024.047874
http://dx.doi.org/10.1109/ICSES63445.2024.10763123
http://dx.doi.org/10.1109/MCSoC51149.2021.00057
http://dx.doi.org/10.1371/journal.pone.0179805
http://www.ncbi.nlm.nih.gov/pubmed/28738059
http://dx.doi.org/10.1109/HONET50430.2020.9322813
http://dx.doi.org/10.1016/j.compeleceng.2013.11.024
http://dx.doi.org/10.1016/j.jbi.2009.07.008
http://dx.doi.org/10.1109/MCSoC51149.2021.00056
http://dx.doi.org/10.1016/j.scitotenv.2017.12.152


Bioengineering 2025, 12, 478 38 of 39

25. Tibshirani, R. Regression Shrinkage and Selection Via the Lasso. J. R. Stat. Soc. Ser. B (Methodol.) 1996, 58, 267–288. [CrossRef]

26. Yamada, M.; Jitkrittum, W.; Sigal, L.; Xing, E.P.; Sugiyama, M. High-Dimensional Feature Selection by Feature-Wise Kernelized

Lasso. Neural Comput. 2014, 26, 185–207. [CrossRef]

27. Ghosh, P.; Azam, S.; Jonkman, M.; Karim, A.; Shamrat, F.M.J.M.; Ignatious, E.; Shultana, S.; Beeravolu, A.R.; De Boer, F. Efficient

Prediction of Cardiovascular Disease Using Machine Learning Algorithms With Relief and LASSO Feature Selection Techniques.

IEEE Access 2021, 9, 19304–19326. [CrossRef]

28. Ludwig, N.; Feuerriegel, S.; Neumann, D. Putting Big Data Analytics to Work: Feature Selection for Forecasting Electricity Prices

Using the Lasso and Random Forests. J. Decis. Syst. 2014, 24, 19–36. [CrossRef]

29. Zhang, H.; Wang, J.; Sun, Z.; Zurada, J.M.; Pal, N.R. Feature Selection for Neural Networks Using Group Lasso Regularization.

IEEE Trans. Knowl. Data Eng. 2020, 32, 659–673. [CrossRef]

30. Chen, X.w.; Jeong, J.C. Enhanced recursive feature elimination. In Proceedings of the Sixth International Conference on Machine

Learning and Applications (ICMLA 2007), Cincinnati, OH, USA, 13–15 December 2007; pp. 429–435. [CrossRef]
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