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ABSTRACT

Natural language processing represents human language in computational technique, which 
is to achieve the extraction of important words. The verbs and nouns found in the Arabic language 
are significantly pertinent in the process of differentiating each class label available for the purpose 
of machine learning, specifically in 'Arabic Clustering'. This paper implemented the extraction of 
verbs and nouns sourced from the Qur'an and text clustering for further evaluation by using two 
datasets. The limitations of conventional clusters were identified, such as k-means clustering on the 
initial centroids. Therefore, the current work incorporated a novel clustering optimisation technique 
known as the water cycle algorithm; when combined with k-means, the algorithm would select the 
optimal initial centroids. Consequently, the experiments revealed the proposed extraction technique 
to outperform other extraction methods when using an actual Qur’an dataset.
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INTRODUCTION

In natural language processing, the extraction method primarily depends on algorithms and 
considers the textual representation of an entity within a domain. A person with pertinent knowledge 
of a given term may observe that the process of extracting terms is simple. Regardless, that person 
might also misidentify a few terms, which can be linked to subjectivity and variances in decision 
making (Al Zamil & Al-Radaideh, 2014). Within the field of computing, automatic term recognition, 
also known as term extraction, refers to the methods used to extract a set of actual words that are 
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deemed relevant within a given text. According to Cimiano (2006), these algorithms have minimal 
capacities for sentence interpretation and critical information extraction (see also Cambria & White, 
2014). Nevertheless, they can retrieve texts efficiently, segment them into brief excerpts, verify the 
spelling of words, and determine the quantity of lexical items.

Three steps are typically involved in term extractions: candidate term generation, candidate 
term scoring, and validation. Typically, text pre-processing techniques like Bag of Words (BOW) 
or named entity recognition start the first stage of candidate term generation. One filter that might 
be used in this particular step using statistical techniques is stop word removal. The next step of 
candidate term scoring yields an analysis of the significance of the candidate and the suitability of 
the terms generated. However, the third and last stage requires confirming the candidate's accuracy 
and precision, a process that depends on the availability of resources (Kanan & Fox, 2016). There 
are a few domains where the public can access the gold standard. Others, on the other hand, such as 
the Qur'an, are restricted to specific sections or elements or are even utilized with translations instead 
of the original Arabic text (Beirade et al., 2019).

Text clustering is one of the most widely used methods for identifying events, topics, or text 
types (Bsoul & Mohd, 2011). Generally speaking, the method uses three main steps to accomplish its 
objective (Bsoul & Mohd, 2011; Abu‐Salem et al., 1999). The first step in text pre-processing involves 
removing unnecessary words and symbols from any document, including those that describe crimes, 
finances, or the Qur'an. The second step then attempts to extract key terms—like BOW—from texts 
that contain information that has been given priority. Ultimately, the Qur'anic text and conventional 
cluster algorithms must be used to evaluate the final procedure.

Though it can take up all terms after stop and root words are removed in a process known as 
stemming, a BOW cannot accurately represent the most critical terms in Arabic texts (Al Zamil & 
Al-Radaideh, 2014; Bsoul & Mohd, 2011). Because Arabic texts developed quickly, it is notable that 
the textual data contains a variety of vocabulary. Additionally, because BOW is highly dimensional, 
it is essential for an extraction technique. In addition to enhancing extraction performance and, 
ideally, processing small data, it should be able to characterize the documentary's theme accurately. 
In addition, some sentence components—like nouns—have been adopted for use in English in recent 
years (Fodeh et al., 2011). For improved text clustering quality, the English thesaurus, for example, 
has been implemented comprehensively [9–18]. Specifically, Romanians have defined “crime” in 
terms of “actus-reus” (awful or harmful “verbs”) and “mens-rea” (bad or horrible intention “nouns”), 
emphasizing the importance of verbs and nouns in sentences in distinguishing between various groups 
(Mishra, 2020).

Thus, this study proposes a novel approach to assessing Arabic extractions using Arabic clustering 
and Qur'anic texts. It was restricted, though, to introducing novel procedures for verb extraction 
assessment and extraction. It used the Arabic news data set as a reference and the Qur'an as an 
actual data set. The Qur'an text should be utilized as a real data set to evaluate the efficacy of this 
new extraction technique, and Arabic clustering should be employed in computational applications.

The remainder of the paper is organized into sections: In the second section, which will highlight 
most works related to extraction methods, real and benchmark data sets demonstrate the effect of 
nouns as extraction and effect verbs as extraction. In the fourth section, the effects of extracted nouns 
and verbs are illustrated using the following four recommended methods: (a) extraction using the 
educated text stemmer (ETS), (b) extraction using Arabic WordNet (AWN), and (c) extraction using 
combinations of the ETS and AWN. The fifth section focuses on two approaches to selecting the initial 
centroids using the water cycle cluster (WCC), a recently proposed optimization clustering technique. 
The sixth section discusses the parameter settings the WCC was exposed to and the cluster's results. 
The last section includes recommendations for more research as well as the conclusion.
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MATERIALS AND METHODS

The process of extracting terms from indexed lexical items is often regarded as extremely 
difficult due to the need to consider multiple or a combination of terms. Researchers have focused 
a lot of attention on information extraction based on terms or features, employing methods such as 
entity recognition (Mesmia et al., 2018), BOW (Hmeidi et a., 2008; Alsmearat et al., 2014), n-gram 
(Al-Salemi & Aziz, 2011), and ETS (Al-Shammari & Lin, 2008). To make the phase better and 
more productive, they use ontology-based extractions and semantic extractions (Al-Zoghby et al., 
2018), Arabic word sense disambiguation (Etaiwi & Awajan, 2020; Salloum et al., 2018), semantic 
word embedding (El Mahdaouy et al., 2018), and semantic relationships (Benabdallah et al., 2017). 
However, textual data often pose challenges due to their highly dimensional nature and overlapping 
or ambiguous word senses. Previous work has defined several term extraction methods, including 
BOW, n-gram, and named entity recognition, to tackle the issue of high dimensionality. Although 
semantic extractions are used to describe overlapping word senses, such as the semantic words 
displayed in AWN, these methods are also called syntactic extractions. Thus, this paper addresses 
syntactic extractions and proposes a novel idea for enhancing the extraction procedure.

Two grammatical genders (male and female), three grammatical numbers (plural, dual, and 
singular), and three grammatical cases (accusative, genitive, and nominative) are generally used to 
characterize the Arabic language. For instance, an Arabic noun can be either nominative or accusative, 
depending on whether it is the subject of a sentence or not. It can also be nominative if it is the object 
of a verb in some sentences. Additionally, if it is the object of a preposition in a sentence, it may be 
of the genitive type. As a result, it becomes challenging to recognize an Arabic noun form precisely 
because one must consider its grammatical number, gender, and case.

Furthermore, it is deemed extremely important to consider the necessary degree of analysis when 
applying the stemming algorithms to a document containing Arabic texts. Strictly speaking, root-based 
or stem-based algorithms are used depending on the required level of analysis (Al-Shammari & Lin, 
2008). Al-Smadi et al. (2019) used supervised machine learning to focus on extraction based on 
morphological, syntactic, and semantic Arabic terms. They found that syntactic extraction is better 
than morphological and semantic extraction. Furthermore, Harrag (2014) used the named entity 
approach to extract the most significant Arabic terms, which has limitations when differentiating 
between similar sentences. Because of this drawback, the method employed by Helwe and Elbassuoni 
(2019) only used word embedding from the Arabic name entity to distinguish between two similar 
sentences. Mustafa (2005) devised a way to search for Arabic text in Arabic information retrieval using 
two types of information extraction: hybrid n-grams and contiguous n-grams. The hybrid n-grams 
work better than the contiguous n-grams, but both have nouns, making it hard to tell the difference 
between nouns and verbs when they are turned back to their root stem.

Al-Salemi and Aziz (2011) evaluated the BOW method and the three n-gram levels (3, 4, and 
5) for extraction. Applying the naïve Bayes classifier indicated that the BOW performed better than 
all n-gram levels examined. In the meantime, Al-Shamari and Lin (2008) stemmed nouns with verbs 
by employing the ETS, a novel technique, as the stemmer for Arabic root words. The algorithm aims 
to select nouns with verbs from Arabic documents based on prepositions and other linguistic rules, 
like the definite article “the.”

A review of the literature outlining the extraction procedure (Table 1) indicates that researchers 
have validated their assessments by disclosing how verbs and nouns are extracted during syntactic 
extractions. As stated in the first section, the extractions are used directly as a stemmer process, so 
these approaches have yet to be tested. Furthermore, verbs are significant terms in a text; the Romanian 
nation's conception of crime conceptually supports the strategy. This theory, previously mentioned in 
other works, including those by Al-Shamari and Lin (2008), describes crime through the two main 
aspects of “nouns with verbs.” Nonetheless, earlier studies have also demonstrated the application of 
conventional clustering to evaluate the suggested extraction techniques. Consequently, the Qur'anic 



4

International Journal of Data Warehousing and Mining
Volume 20 • Issue 1 • January-December 2024

text was utilized in this paper for the evaluation, and the Qur'an data set and a manually compiled 
data set of Arabic news were used to assess the suggested extraction method. In light of this, the new 
extraction method is evaluated in the next (third) section.

THE PROPOSED EDUCATED TEXT STEMMER AS EXTRACTION

According to the ETS proposed by Al-Shamari and Lin (2008), the stemmers of Arabic text can 
be depicted according to several prevalent characters. Nevertheless, the main distinction between 
such stemmers pertains to their grammatical structure. Figure 1 demonstrates the key stages of the 
Arabic ETS, whereby grammatical structures and knowledge are employed to identify the verbs and 
nouns. It can be described according to four rules.

Rule 1. The preceding words, list stop verbs and list stop nouns, will flag the words to their category.
Rule 2. The definite articles, such as “لا,” that start with words will be flagged as nouns.
Rule 3. The following verb is distinguished as either a noun or a stop word. If recognized as a noun, 

it will be added to the noun flag.
Rule 4. The flagged noun and verb lists are used as a lookup table, which allows unflagged nouns and 

unflagged verbs to be identified. These rules have been established by Al-Shamari and Lin (2008).

Table 2 depicts some examples detailing the identification of nouns with verbs according to the 
four rules of the ETS, which identification is observed from Chapter 2, Verse 25:

 اٗقۡزِّر ٖةَرَمَث نِم اَهۡنِم ْاوُقِزُر اَمَّلُك ُۖرَٰهۡنَأۡلٱ اَهِتۡحَت نِم يِرۡجَت ٖتَّٰنَج ۡمُهَل َّنَأ ِتَٰحِلَّٰصلٱ ْاوُلِمَعَو ْاوُنَماَء َنيِذَّلٱ ِرِّشَبَو
(25) َنوُدِلَٰخ اَهيِف ۡمُهَو ۖٞةَرَّهَطُّم ٞجَٰوۡزَأ آَهيِف ۡمُهَلَو ۖاٗهِبَٰشَتُم ۦِهِب ْاوُتُأَو ُۖلۡبَق نِم اَنۡقِزُر يِذَّلٱ اَذَٰه ْاوُلاَق

Translation in English:

And give good tidings to those who believe and do righteous deeds that they will have gardens [in 
Paradise] beneath which rivers flow. Whenever they are provided with a provision of fruit therefrom, 
they will say, “This is what we were provided with before.” And it is given to them in likeness. And 
they will have therein purified spouses, and they will abide therein eternally.

Table 1. Some works describing Arabic extraction

Authors Data Set Used Baseline Extraction Outperform Extraction Domain

[24] Data set manual Khoja and Larkey stemmers Noun with verbs for stemmer Arabic clustering

[23] TREC-2002 N-gram 3, 4, and 5 levels BOW Arabic classifiers

[20] Arabic Wikipedia 
corpus

Name entity and their our 
system

Name entity and their our system are 
equivalent

Arabic classification

[21] Collection of news 
articles

BOW BOW with support vector machines as 
classifiers better than K-nearest neighbor

Arabic text 
categorization

[28] Arabic TREC collection BOW Word embedding similarities Information retrieval

[25] Data set manual Ontology ‘synonym, 
antonym, hypernym’ and 

complex extraction

BOW Marker learning 
algorithm

Note. BOW = bag of words
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RESULTS AND ANALYSIS FOR QUR'AN

Four sets of experiments were carried out in this study, and each experiment used the Qur'an 
data set's chosen extraction techniques. Then, using the ETS as the stemmer in all four suggested 
methods, they were directly compared to the true label.

Noun and Verb Extractions Using Arabic WordNet
The current study identified and used the Arabic data set's verbs and nouns as terms. This study 

used AWN to determine whether a word could be a verb or noun by looking at whether the word was 
appropriately provided as a verb or noun in the AWN database. As a result, each document's vector of 
features included a collection of stemmed verbs and nouns generated during the pre-processing phase. 
This study looked at how well the AWN-based method for identifying verbs and nouns worked by 
using examples from two real data sets of the Qur'an that were sourced from the Language Research 
Group at the University of Leeds. Table 4 compares the extraction performance by utilizing the Qur'an 

Figure 1. The educated text stemmer

Table 2. Primary steps of the Arabic educated text stemmer by Al-Shamari and Lin (2008)

Educated Text Stemmer

اقزر ةرمث نم اوقزر املك راهنألا

therefrom fruit of provided whenever Rivers

verb noun useful word 
preceding noun

verb useful word 
preceding verb

definite articles

founded by 
the R4

founded by 
the R1

founded by the R1 founded by 
the R1

founded by the R1 founded by 
the R2
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data set class labels. The tabled content of BOW demonstrates the performance obtained using only 
the stemmed nouns (as provided in AWN) and only the stemmed verbs as features. It is evident that 
fewer verbs were extracted as terms than were labeled; of the 19,356 terms, AWN extracted 3,288.

Furthermore, only 7,553 out of 25,135, or less, of the correct number of words were extracted from 
the nouns. Likewise, the 10,841 words created by combining nouns with other nouns do not match the 
4,441 numbers in the true label. This result was predicted given the weak structure and vast vocabulary 
of AWN. After AWN identified the stemmed verbs, the procedure only employed those features.

Noun and Verb Extractions Using the Educated Text Stemmer
This work proposed an extraction method for educated text stemmers, using the algorithm of 

Al-Shamari and Lin (2008) to use the ETS as an extraction tool for a stemmer. According to Section 
3's description of stop-word proceeding nouns and verbs, the algorithm extracts the terms and 
“words” from the text. Table 4 lists the verbs that the ETS was used to extract as terms. AWN and 
true labeled terms outnumbered true verb terms, with 436 extracted using the ETS, out of 19,356. It 
was discovered that the nouns extracted by the ETS were 7,553 out of 18,623, which was less than 
the true label but higher than AWN. Consequently, the performance of this extraction method could 
have been improved.

In this study, the Arabic ETS was adopted as an extraction method in combination with AWN. 
Therefore, the words and terms were extracted by using the ETS as extraction; there are some words 
and terms that are unflagged as nouns or as verbs. These words and terms will be passed to AWN 
to extract the nouns and verbs from them. Table 5 reveals the different kinds of methods used for 
extraction accordingly. Similarly, Table 4 shows that the extraction of verbs using the ETS combined 
with AWN, 681 terms, was better than the ETS with 436. The number of verbs extracted using AWN, 
3,288 terms, was better than the extraction of verbs using the ETS combined with AWN, 681 terms, 
out of 19,356 in true labeled. In contrast, the nouns as extraction yielded 18,627 out of 25,135 words, 

Table 3. The Arabic stemming algorithm of the educated text stemmer (Al-Shamari & Lin, 2008)
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which was significantly better compared to AWN and the ETS as extraction method. In addition, the 
combined method between noun and verb words as extraction generated 19,308 out of 44,491 words, 
worse than the true labeled method but better than the previous two methods proposed.

Arabic WordNet Extraction Combined With the 
Educated Text Stemmer as Extraction

The last proposed method for detecting verb and noun words was to use AWN first and then the 
unflagged words and terms to be detected as nouns and verbs using the ETS proposed in Section 
4. Table 4 reveals that the extraction of verbs as terms yields 3,316 out of 19,356 words. The verb 
extraction using AWN with ETS reveals better outcomes than the three previously proposed methods, 
but it needs to encompass the correct number of verb words. Meanwhile, the noun extraction yields 
results of 24,110 out of 25,135, which is better in comparison to the previous three proposed methods 
but remains non-encompassing of all correct numbers of noun words. In addition, the combination 
of noun and verb words results in 27,426 out of 44,491 words; this result is worse than the true 
labeled terms but better than when using the ETS first, followed by AWN as extraction. Therefore, 
the combination of the two extraction methods is not more decadent or yields the correct number 
for the true labeled terms, but the last proposed AWN combined with the ETS as extraction is better 
than the other extraction methods. The BOW as extraction is shown in Table 4; it is a popular method 
of extraction that shows all words are extracted after pre-processing, removal of stop words, and 
stemming of words.

The main problem addressed in the proposed extraction method is justified in the following 
example (Chapter 2, Verse 20):

ْوَلَو ۚ اوُماَق ْمِهْيَلَع َمَلْظَأ اَذِإَو ِهيِف اْوَشَّم مُهَل َءاَضَأ اَمَّلُك ۖ ْمُهَراَصْبَأ ُفَطْخَي ُقْرَبْلا ُداَكَي
(20)ريِدَق ٍءْيَش ِّلُك ٰىَلَع َهَّللا َّنِإ ۚ ْمِهِراَصْبَأَو ْمِهِعْمَسِب َبَهَذَل ُهَّللا َءاَش
Translation in English:

The lightning almost snatches away their sight; whenever it flashes for them, they walk therein, 
and when darkness covers them, they stand still. And if Allah willed, He could have taken away their 
hearing and their sight. Certainly, Allah has power over all things.

Table 4. Results of four extraction methods using Corpus Qur'an as the true label

Methods extraction AWN ETS ETS+AWN AWN+ETS True labeled

# Term # Term # Term # Term #corpus

BOW 47524 47524 47524 47524 68316

Nouns 7553 18623 18627 24110 25135

Verbs 3288 436 681 3316 19356

Nouns with Verbs 10841 19059 19308 27426 44491

Table 5. The difference between the four methods proposed as extraction

Arabic-WordNet ETS ETS with Arabic-WordNet Arabic-WordNet with ETS

Pre-processing Pre-processing Pre-processing Pre-processing

1- Check each words if 
the word flagged as verbs 
moves it to verbs flag.2- If 
the word flagged as nouns 
move it as nouns flag.3- 
Remove non- flag words.

1- Based on the 
rules of algorithms, 

flag the noun 
words and verb 

words.2- Remove 
non- flag words.

1- Based on the rules of 
algorithms, flag the noun 

words and verb words.2- Non- 
flagged words use the AWN 
to flag it as noun or verb.3- 
Remove non- flag words.

1- Check each words if the word 
flagged as verbs moves it to verbs 

flag.2- If the word flagged as 
nouns move it as nouns flag.3- 
Non- flagged words applies the 

rules of ETS to flag it as noun or 
verb.4- Remove non- flag words.
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When we detected “مهراصبأ,” “sight” was not extracted by AWN but extracted by the ETS and 
flagged as a noun, that applied suffix and prefix as steamer on it because it is a noun and became 
 The other problem is that ”.رصب“ as stem, which is not the correct root; the correct root is ”راصب“
the number of terms or words extracted was less than the correct number in true labeled, as shown 
in Table 6, which consists of 19 words and six useless stop words. As demonstrated in Table 6, the 
noncatches/extracted are nine words:'ريدق ,هللا ,مهعمسب ب ,بهذل,هللا ,ءاش ,اوماق ,اوشم ,فطخي 'فطخي 
'; this was the reason why the extraction method proposed did not obtain the correct number as per 
the true labeled component. Moreover, the following section utilizes Arabic clustering to evaluate 
the proposed extraction method and detect the proposed machine-learning technique using two data 
sets. This was done by utilizing a benchmark data set and a manually collected Arabic news data set.

ARABIC CLUSTERING EVALUATION

The clustering process (Wei et al., 2015; Montalvo et al., 2015) generally includes grouping the 
objects based on resemblance. The k-means approach performs the critical role of partitioning during 
clustering (Wei et al., 2015; Alghamdi & Selamat, 2019) and is often used to undertake partition-based 
clustering with linear time complications (Anitha & Patil, 2019). Furthermore, Hartigan [37] applauded 
the primary goal of the k-means algorithm, namely, the document mean given to such clusters that 
is thus utilized to depict each k cluster. The mean is called the centroid of the cluster. However, the 
k-means algorithm lacks the sensitivity for the initialization. It requires the number of clusters from 
the initial itself, that is, the number of clusters needs to be known prior (Wei et al., 2015). Besides, 
the initial centroids play a vital role in the clustering performance and may cause the algorithm to be 
stuck in a locally optimum solution (Wei et al., 2015; Wan et al., 2018). The experiment outcomes, as 
seen in Figure 2, illustrate the problem of local optima, whereby 1,000 independent runs have either 
good or bad performance each. Note that a locally optimum solution means the clustering algorithm 
cannot find good clusters during the clustering process.

The k-means algorithm must be integrated with specific optimization procedures in order to 
increase its performance and become less dependent on a given data set and initialization. This makes 
it possible to find the best clustering centers, refine the clustering centroids further, and obtain good 
initial clustering centroids (Sahmoudi & Lachkar, 2017). Many fields, including computer science 
(Senseney & Dickson, 2018), data mining (Jones et al., 2018), industry (Wang & Zhang, 2020), 
agriculture (Zhang et al., 2016), computer vision (Schmidt et al., 2020), forecasting (Shah et al., 2016), 
medicine and biology (Colebunders et al., 2014), scheduling (Guo et al., 2009), economy (Malo et 
al., 2014), and engineering (Girdhar & Bharadwaj, 2019), have adopted the use of nature-inspired 
metaheuristic algorithms. It served as an Arabic optimization cluster in this work.

This study, however, was restricted to demonstrating the shortcomings of harmony search (HS) 
with k-means, as suggested by Forsati et al. (2013), using their optimal parameter configurations. 

Table 6. Example of two problems found in proposed extraction method

 ٍءْيَش ِّلُك ٰىَلَع َهَّللا َّنِإ ۚ ْمِهِراَصْبَأَو ْمِهِعْمَسِب َبَهَذَل ُهَّللا َءاَش ْوَلَو ۚ اوُماَق ْمِهْيَلَع َمَلْظَأ اَذِإَو ِهيِف اْوَشَّم مُهَل َءاَضَأ اَمَّلُك ۖ ْمُهَراَصْبَأ ُفَطْخَي ُقْرَبْلا ُداَكَي
(20) ريِدَق
The lightning almost snatches away their sight, whenever it flashes for them, they walk therein, and when darkness covers 
them, they stand still. And if Allah willed, He could have taken away their hearing and their sight. Certainly, Allah has power 
over all things.

useful word 
preceding 
verb

verb useful word 
preceding 

noun

definite 
articlesلا

noun flag verb and noun 
by AWN

non-catch useless stop word

اذإاملك ملظأءاضأ ىلع قربلا لكقرب مهراصبأومهراصبأداكي وماقاوشمفطخي
ببهذلهللاءاشا
ريدقهللامهعمس

ءيشنإولومهيلعهيفمهل
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The results of HS clustering and one-step k-means (harmony k-means) are contrasted in Figures 3 
and 4. When compared to HS clustering, the combined method produces superior results. However, 
a comparison of the outcomes displayed in Figures 2 and 4 indicates that, on occasion, k-means 
clustering produces superior results than harmony k-means. Therefore, the HS's limitation suggests 
that an alternative optimization strategy that can get around this flaw be proposed. As a result, three 
control parameters—PHMCR, PPAR, and BW—that are referred to as high constraints and trapped 
in local optima can be used to describe the HS algorithm (Forsati et al., 2013; Yang et al., 2009). 
This work suggests the use of water cycle optimization as a clustering technique to address the 
shortcomings of HS.

Water Cycle Clustering
At the start of the put-forward method, an initial population, otherwise described as raindrops, is 

considered, whereas the best individual selected is the sea. Following this, a number of good raindrops 
are selected to form a river, while the remaining raindrops are categorized as streams that would 
flow into the sea and rivers. Therefore, rivers accept water sourced from streams with consideration 
for their flow level. Moreover, the water in the streams that flow and meet the sea and the rivers is 
not the same in terms of quantity; it will differ from one stream to another. Furthermore, the rivers 
flow into the sea, specifically toward the most downhill location. Only one control parameter limit 
is associated with the water cycle optimization algorithm.

In contrast, three control parameters can be linked with the HS algorithm, namely, PPAR, PHMCR, 
and BW (Forsati et al., 2013). This has resulted in the development of a new meta-heuristic algorithm, 
such as water cycle algorithm optimization, to fill some of these knowledge gaps (Eskandar et al., 
2012). Nevertheless, water cycle optimization is of little help in text clustering, despite this type of 
optimization being helpful for the algorithm to avoid rapid convergence (immature convergence). It 
can also prevent getting trapped in the local optima by employing the evaporation technique.

All suggested algorithms to display the documents use the vector-space model, which represents 
each term as one dimension of the matrix spaces. As a result, each document di = (wi1, wi2,... win) 
is seen as a vector with n distinct terms in the term space. In the meantime, one potential clustering 
solution is the vector of centroids. As a result, clustering is considered an optimization task where 
the goal is to find the optimal cluster centroid rather than the optimal partition. Accordingly, the 
clustering quality was chosen based on an objective function, and water cycle clustering was used 
to optimize the objective. In essence, this approach helped to clearly address the clustering goal, 
which helped to understand better how well the clustering algorithm performed about particular 
data types; eventually, this will allow task-specific clustering objectives. According to a prior study, 
the approach also offers the advantage of allowing for the simultaneous consideration of multiple 
objectives (Handl & Knowles, 2007). Moreover, it is essential to choose several design options when 
using a general-purpose optimization meta-heuristic for clustering. The dominant options in this 

Figure 2. The distribution of 1,000 runs of K-means using bag of words
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instance indicate the objective function and problem representation correspondingly; both elements 
may significantly affect the optimization's performance and the quality of the clustering.

The put-forward algorithm employs certain representations to code the document set’s whole 
partition, P, along with a vector of length, m, which denotes the number of documents presented 
in Figure 5. Every element acts as the label for this vector that a single document identifies. For 
instance, if the total number of clusters is represented by K, the solution vectors for each element 
give an integer value that falls in the range of [K] = {1,..., K}. Furthermore, the assignment that 
denotes K non-empty clusters acts as a legal assignment, wherein every assignment includes a 
correspondence associated with a set of K centroids. Similarly, the search space represents the space 
for all permutations pertaining to size m from the set {1… K}, which meets the constraint enforcing 
the algorithm. The search space allows the assignment of each document to precisely one cluster such 
that no cluster remains empty. Thus, the problem is considered NP-hard even when the value for K 
is 2. Subsequently, a natural method for encoding this type of permutation is by considering each 
row pertaining to the WCC as an integer vector with m positions, whereby the ith position depicts 
the cluster assigned to the ith document. Figure 5 provides an example showcasing the solutions. In 
this example, four documents (2, 3, 7, and 8) originating from the cluster were assigned to Label 3, 
while the cluster assigned to Label 2 included three documents (4, 6, 9), and so on.

Generation of Initial Clusters
The values pertaining to the problem variables generally incline toward forming an array. In 

terms of particle swarm optimization and genetic algorithm lexicons, such array is referred to as 
particle position and chromosome, respectively. Therefore, the label is termed as “raindrop cluster” 

Figure 3. Harmony search as a cluster with 1,000 iterations

Figure 4. Combination of K-means with harmony search for 1,000 iterations
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and defines a single cluster. In the case of an Nvar dimensional cluster problem, a raindrop can be 
defined as an array of 1 ×Nvar. This array is defined and shown in Equation 1.

Raindrop cluster= [X1, X2, X3... XN]	 (1)

In Equation 1, at the start of the clustering algorithm, the generation of a candidate (i.e., raindrops 
of the cluster) that signifies a matrix of raindrops with size Npop×Nvar is performed. Therefore, the 
arbitrarily generated matrix X can be presented as (columns signify the number of design variables 
and rows denote the number of clusters) shown in Equation 2.

​Raindrops of cluster  =  ​

⎡

 ⎢ 

⎣

​ 

​Raindrop​ 1​​

​ 
​Raindrop​ 2​​

​ ​Raindrop​ 3​​​ 
⋮

​ 

​Raindrop​ Npop​​

​

⎤

 ⎥ 

⎦

​​
⎡
 ⎢ 

⎣
​ 

​x​ 1​ 
1​ ​x​ 2​ 

1​ ​x​ 3​ 
1​
​ 

⋯
​ 

​x​ Nvar​ 
1  ​

​  ⋮​  ⋱​  ⋮​  
​x​ 1​ 

Npop​ ​x​ 2​ 
Npop​ ​x​ 3​ 

Npop​
​ 

⋯
​ 

​x​ Nvar​ 
Npop​

​
⎤
 ⎥ 

⎦
​​� (2)

In Equation 2, the floating-point number (real values) can be employed to represent every decision 
variable value (X1, X2, X3... XNvar), whereby Npop denotes the number of raindrops (initial cluster) 
and Nvars represents the number of design variables. First, the creation of Npop raindrops is carried 
out, after which the cost of a raindrop can be determined by assessing the cost function (Cost), as 
shown in Equation 3.

Costi= f (x_1^i,x_2^i,…x_Nvar^i) i=1, 2, 3,…, Npop.	 (3)

Cost of Solutions
The calculation of each solution in Npop corresponds to a document cluster, whereby each cell 

in the solution refers to the cluster number as C = (c_1, c_2…c_k). The C is the set of K centroids 
that corresponds to a row in Npop. The centroid of the kth cluster is c_k= (c_k1…c_kn), which can 
be computed as shown in Equation 4.

​c _ kj  =  ​ 
​∑ i=1​ 

m  ​ aki dij​
 _ ​∑ I=1​ 

n  ​ aki ​  ​​� (4)

The objective function is to confirm the locus of the cluster centroids in a bid to ensure 
the intracluster similarity is at maximum (keeping the intracluster distance to minimum), while 
also minimizing the intercluster similarity (keeping the distance between clusters to minimum) 
concomitantly. The average distance of documents to the cluster centroid (ADDC) is represented by 
the particular row and defines the fitness value pertaining to each row, which subsequently corresponds 
to a possible solution. The ADDC is expressed as shown in Equation 5.

Figure 5. Some documents represented by their number of groups from 1 to 5
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​Costi  =  ​[​∑ 
i=1

​ 
UB

 ​ ​ 1 _ ni ​ ​∑ 
j=1

​ 
mi

 ​ D​(​​Ccent, dj​)​​​​]​ / UB​� (5)

In Equation 5, the D (.,.) is the cosine similarity, mi is the number of documents in cluster i 
(e.g., (ni= ​​∑ j=1​ 

n  ​ aij ​​), dij is the jth document of cluster i, and UB is the number of clusters. The newly 
produced solution can be exchanged by a row in Npop in case of the locally optimized vector yielding 
better cost value compared to the solutions in Npop.

Numerous Nsr are selected by considering the best individuals (i.e., minimum values) as the 
rivers and sea. The raindrop with the minimum value in the lot is thus regarded as the sea. In fact, 
Nsr can be defined as the sum of the number of rivers (i.e., a user parameter) and a single sea, as 
showcased in Equation 6. Calculation of the remaining initial clusters (i.e., raindrops originating 
from the streams flowing to the rivers or have a chance to directly meet the sea) can be performed 
by considering Equation 7.

Nsr= Number of Rivers+ (Sea=1)	 (6)

NRaindrops= Npop - Nsr	 (7)

Equation 8 is then applied for assigning specific raindrops of cluster to the sea and rivers in 
terms of the intensity.

​NSn  =  round​{​|​  ​Cost​ n​​ _ ​∑ i=1​ 
​N​ sr​​ ​ ​Cost​ i​​​

 ​|​ × ​N​ Raindrops​​}​, n = 1, 2, … , Nsr​� (8)

In Equation 8, where NSn can be defined as the number of streams that flow to particular rivers 
or sea (Eskandar et al., 2012).

Stream Move to the Sea or Rivers
As per Section 5, the streams are produced from the raindrops, which combine to form new rivers. 

Several streams may also meet the sea directly, while all streams and rivers will finally join the sea 
(i.e., the best optimal cluster). A stream flows toward the river, which falls under the connecting line 
between them at an arbitrarily selected distance, as shown in Equation 9.

​X  ∈  ​(0, C × d)​, C  >  1​� (9)

In Equation 9, where C can be defined as the value between 1 and 2 (near to 2), C may have 
the best-selected value of 2, and d signifies the current distance between the river and the stream.

In Equation 9, the value of X may be a distributed random number (i.e., either uniform or of 
any possibly appropriate distribution) between 0 and (C× d). If the value of C is greater than 1, it 
allows the streams to flow in multiple varying directions towards the rivers. The concept may also 
be employed in rivers that flow toward the sea. Thus, establishing a new position for the rivers and 
streams can be performed as shown in Equations 10 and 11.

​​​X​ Stream​ i+1  ​  =  ​X​ Stream​ i  ​ + rand × C × ​(​​ ​X​ River​ 
i  ​ − ​X​ Stream​ i  ​​)​​​​� (10)

​​​X​ River​ 
i+1  ​  =  ​X​ River​ 

i  ​ + rand × C × ​(​​ ​X​ Sea​ 
i  ​ − ​X​ River​ 

i  ​​)​​​​� (11)
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In Equations 10 and 11, rand can be defined as a uniformly distributed random number, whereby 
its value lies between 0 and 1. The positions of the stream and river are alternated (i.e., the river 
becomes a stream and vice versa) in the case of the solution provided by a stream, which functions 
better in contrast to its connecting river. Such alternation may also occur for the rivers and sea 
(Eskandar et al., 2012).

Stream Move to the Sea
Evaporation continues to be among the ultimatum factors that allow the algorithm to remain 

excluded from rapid convergence, that is, immature convergence (Eskandar et al., 2012). Naturally, 
rivers and lakes are exposed to water evaporation, while the photosynthesis process in plants allows 
water to transpire. The evaporated water then travels to the atmosphere to be transformed into 
clouds, which later condense when exposed to the colder atmosphere thus sending the water back to 
earth as rain. Subsequently, the rain results in the formation of new streams flowing to the rivers to 
ultimately meet the sea (Chen et al., 2020). In the proposed method, evaporation was considered for 
the sea by streams, and rivers end up flowing to the sea. The following pseudo-code would thus aid 
in determining whether the river would flow into the sea, as shown in Equation 12.

​If ​|​X​ Sea​ 
i  ​ − ​X​ River​ 

i  ​|​  <  ​d​ max​​  i  =  1, 2, 3, … , ​N​ sr​​ − 1​� (12)

Evaporation and raining process end
In Equation 12, the value of dmax is generally a small number (almost zero). When the distance 

between the sea and a river is less than dmax, it signifies that the river has joined or met the sea. 
Therefore, the evaporation process was accounted for; naturally, with an adequate level of evaporation, 
raining (precipitation) would start. A large dmax value decreases the search intensity, while a small 
value spurs the search intensity closer to the sea. Thus, the search intensity closer to the sea (i.e., the 
optimum solution) is governed by dmax. Following this, an adaptive decrease in the dmax value is 
observed, as shown in Equation 13.

​​d​ max​ 
i+1 ​  =  ​d​ max​ 

i  ​ − ​ 
​d​ max​ 

i  ​
 _ maxiteration ​​� (13)

Raining Process
After the process of evaporation, the process of rain commences. In this process, the new raindrops 

create streams at several locations (i.e., act similarly to the genetic algorithm mutation operator). 
To determine the new sites of the newly generated streams, Equation 14 is employed accordingly.

​​​X​ Stream​ new  ​ = LB + rand × ​(​​UB − LB​)​​​​� (14)

In Equation 14, where LB and UB represent the lower bound and upper bound, respectively; 
they are described by the specified problem.

Here, the superior newly created raindrop is considered a river flowing toward the sea, whereas 
the remaining clusters of newly created raindrops are supposed to form certain new streams that flow 
toward the river or directly to the sea. With the aim of improving the rate of convergence and the 
algorithm’s computational performance for controlled problems, Equation 15 is employed specifically 
for the streams that flow directly toward the sea. This equation serves to spur the production of 
streams that flow toward the sea directly so as to develop sea exploration (i.e., the optimal cluster) 
in the viable area for controlled problems (Eskandar et al., 2012).
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​​​X​ Stream​ new  ​  =  Xsea + ​√ 
_

 μ ​ × rand ​(​​1, ​N​ var​​​)​​​​� (15)

In Equation 15, where μ represents the coefficient demonstrating the search region close-ranged 
to the sea and rand represents the random number that is normally distributed. The larger the μ value, 
the more probability is present for exiting the viable region. Conversely, the smaller the μ value, 
the smaller the search region in the sea. An appropriate μ value is set to 0.1. Scientifically, the term 
√μ found in Equation 15 represents the standard deviation; thus, μ describes the variance notion. 
By adopting such notions, the individuals that produce variance μ are distributed close to the most 
optimal cluster achieved, that is, sea (Eskandar et al., 2012), the pseudo-code of k-means combines 
with water cycle as unsupervised clustering shown in Figure 6.

Stop Criteria
The WCC ends upon two conditions: either when no change is seen in the fitness average by 

a predetermined value Ɛ= dmax following certain iterations, or when the maximum amount of 
generation is achieved.

EXPERIMENTAL SETTING

Parameter Setting of Water Cycle as Clustering
This section seeks to examine the development of a solution for the technique’s settings of two 

significant variables in the water cycle cluster. These variables are Npop and Nsr, where Nsr is the 
total number of rivers (a user variable) and one sea, and Npop is the number of raindrops (preliminary 
population). In this portion, the effects of the changes in a single variable are highlighted by examining 
three distinct situations, as displayed in Table 7. Moreover, the experiments demonstrate that the 
number of clusters yields the best outcomes if a linear relationship is found between Npop and Nsr. 
Every condition is examined using ten runs, and the maximum iteration number is fixed at 100 for 
each run. The ADDC value of the solution represents the fitness function value. The evaluation 
technique used is the WCC, described in Section 5, where the dmax is 1E03. The best condition is 
the scenario fifth condition, whereby Npop = 16 and Nsr = 4.

Performance Measurement and Data Sets
This research utilized the general F-measure to evaluate the external condition, which was 

prevalent among the Arabic clustering measures present (Larsen & Aone, 1999; Jardine & van 

Table 7. Some scenarios of the parameters for water cycle as clustering

Scenario Npop Nsr

1 8 2

2 8 4

3 8 8

4 16 2

5 16 4

6 16 8

7 24 2

8 24 4

9 24 8
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Rijsbergen, 1971). A greater overall F-measure offers the best cluster, whereby the F-measure metric 
for cluster validation integrates the notions of precision and recall for information retrieval purposes. 
Each cluster is regarded as the outcome of the classes, and every class is supposed to be the required 
document set for that class. The value of F-measure appears at the interval (0, 1), and the higher 
values of F-measure signify a greater quality of clustering.

The tests conducted in this research employed modern, unmarked, and unedited Arabic text, 
which consisted of a sample containing approximately 1,680 documents obtained from several Arabic 
online sources. The data set used for testing comprised four categories: politics, economics, sports, 
and art articles; each contained documents obtained from Bsoul and Mohd (2011) and Bsoul et al. 
(2014). The alternative collection of samples consisted of 383,872 Arabic documents, primarily 
made up of newswire dispatches issued by Agency France Press from 1994 to 2000. Standard Text 
Retrieval Conference (TREC; Atwan et al., 2015; Khorsheed & Al-Thubaity, 2013; El Mahdaouy et 
al., 2019) classes and base truth were also produced for this compilation; for TREC 2001, 10 classes 
were defined.

Results of the Water Cycle Cluster Algorithm
For this particular portion, k-means, single-step k-means having harmony search (WCC and KHS), 

and harmony search as clustering (HSCLUST) were utilized alongside actual and standard data sets. 
The measure of cosine correlation can be noted in the similarity measure in all of the techniques. At 
this point, it must be emphasized that the outcome given in the remaining portion is an average of 
more than 20 runs for the methods to ensure fairness. Furthermore, the techniques included 1,000 
iterations for each run to simplify the comparison. No variable must be established in the case of the 
k-means technique. In the case of the WCC, every data set requires the Npop to be fixed at two times 
the number of classes present in the data set, while the Nsr is fixed at half of the number of classes 
in every data set. The same variables that Forsati et al. (2013) looked at are used for the combined 
k-means and HS method. The HMS is set to two times the number of clusters in the data set, HMCR 
is set to 0.6, PARmin is set at 0.45, and PARmax is set at 0.9.

To improve the technique, a single-step k-means technique was presented, whereby a new solution 
for clustering was produced by using the operations of the water cycle. The following process was also 
utilized to obtain a new solution. In this technique, the WCC’s exploratory power and the k-means 
technique’s fine-tuning power were interspersed in all iterations to ensure they yielded clusters of 
high quality; this was termed k with the WCC.

The performance of the algorithms in the collected documents for justifying the F-measure is 
displayed in Table 8. They made use of AWN with the ETS as the proposed method for extraction. 
In comparing and evaluating the outcomes for all techniques, the WCC with k-means reveals the 
most significantly excellent F-measure, whereas HS as clustering is obviously the worst cluster. The 
recommended WCC in this study is superior to HS, while the integration of the water cycle and 
k-means cluster surpasses the cluster of the water cycle alone.

On the basis of the outcomes given in Table 8, the integration of the water cycle and k-means 
cluster is used to assess all four suggested Arabic extraction methods. Table 9 subsequently 
demonstrates the integration of the ETS with AWN as the technique for extraction that surpasses 
other techniques (i.e., AWN and the ETS). Furthermore, verbs and nouns as extraction techniques are 
similarly superior compared to the method of just verbs or just nouns and BOW extraction. Therefore, 
the outcomes shown in Table 9 demonstrate AWN and BOW techniques as superior, as seen in the 
second column. At the same time, the nouns are better than verbs in all extraction methods. In certain 
cases, the nouns are also better than BOW.

Additionally, a statistical analysis was conducted to determine the optimal techniques for extracting 
and hybridizing the WCC and whether the outcomes of these hybridizations differ significantly 
from one another. The results of the proposed extract of nouns and verbs using AWN+ETS and 
evaluation by hybridizing k-means with the WCC are examined. According to the Friedman test, 
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Figure 6. Pseudo-code of water cycle as clustering combined with K-means
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Table 10 ranks the suggested extraction techniques and the hybrid WCC with k-means and other 
algorithms as clustering (the lower the value, the higher the rank). The p-values for the Friedman 
and Iman-Davenport statistical tests are indicated in the final two rows of Table 10. The hybrid WCC 
with k-means and the suggested extract of noun and verb has the lowest value, as noted in the results 
tabulated in 10, and is therefore ranked first. The WCC with AWN+ETS, HS with AWN+ETS, 
hybrid k-means with HS and ETS +AWN, k-means with the WCC and ETS +AWN, k-means with 
the WCC and ETS, and k-means with the WCC and AWN are ranked second, third, fourth, fifth, 
sixth, and seventh, respectively.

The Wilcoxon test with 0.05 critical levels was conducted to verify whether these results are 
statistically different. The p-value of these different comparisons is presented in Table 11, where 
the “+” symbol means that the hybrid algorithm is statistically better than the nonhybrid algorithm 
(p-value < 0.05), while “-” means otherwise (i.e., p-value > 0.05), and “=” means there are no 
significant differences between the hybrid scheme and the individual algorithm (p-value = 0.05). 
These values prove that the hybrid algorithms are significantly better than the k-means and global 
search of the standard WCC using our proposed extraction methods.

Table 8. Results of three cluster algorithms using F-measure evaluation and proposed Arabic WordNet with educated text 
stemmer as extraction method

REF Data Sets Name K-WCC HS WCC K with HS

DSM Arabic news 0.791 0.602 0.681 0.788

DSR TREC 2001 0.615 0.541 0.572 0.594

**Best result: underline and bold

Table 9. Results of four extraction methods using benchmark data set and manually collected Arabic news data set

Methods extraction AWN ETS ETS+AWN AWN+ETS

DSM DSR DSM DSR DSM DSR DSM DSR

BOW 0.609 0.568 0.609 0.568 0.609 0.568 0.609 0.568

Nouns 0.511 0.476 0.602 0.555 0.642 0.562 0.664 0.571

Verbs 0.495 0.458 0.486 0.449 0.49 0.461 0.511 0.47

Nouns with Verbs 0.59 0.51 0.74 0.583 0.754 0.596 0.791 0.615

Table 10. Ranking of the proposed algorithms using Friedman Test

Algorithms Ranking

K-means with WCC and AWN 10.8

K-means with WCC and ETS 10.15

K-means with WCC and ETS +AWN 10.01

HS with AWN+ETS 9.39

WCC with AWN+ETS 9.09

K-means with HS and AWN+ ETS 9.05

K-means with WCC and AWN+ETS 8.53

Friedman test (p-value) 0.00

man-Davenport (p-value) 0.00

*The best in font bold
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CONCLUSION

The current paper aims to enhance Arabic text extractions via the proposed extraction of nouns 
with verbs only. Therefore, the verbs are important for differentiating from one group to another. 
To achieve such a method of extraction, the extraction of Arabic verbs was evaluated using two 
data sets, namely, the Qur'an text data set, the TREC 2001 data set, and the Arabic news clustering 
data set. This study combined the ETS and AWN to extract words using two different methods. The 
results clearly show that the combined method improves the extraction of nouns and verbs from the 
Qur'an and Arabic clustering while lowering the number of unnecessary words. It also shows in the 
experiments that clustering changes the way the data are extracted, with the k-means being sensitive 
to clusters for any initial centers.

Furthermore, a new optimization cluster called the WCC is proposed, whereby this work 
combines the powerful components of the WCC with the benefits of k-means. The results reveal 
that the combination outperforms the WCC and other clustering algorithms. Similarly, AWN and 
the ETS method together are better than other proposed extractions, whereas the worst extraction 
method is AWN.

Based on this limitation found during this work, we detect “مهراصبأ,” “sight” is not seen by AWN 
but flagged as a noun by ETS, so that applied suffix and prefix on it because it is a noun and becomes 
 is matched as a noun word and ”نوعامس“ Another example is that ”رصب“ but the stem is ”,راصب“
converted to “عامس.” It is suggested that future works opt for an expansion pattern of the word, which 
has 39 kinds of words, such as لعتفت ,لعفا,ليعف,لاعف. That is, patterns will convert such as راصب 
and عامس to رصب and عمس. Second, meta-heuristic feature selection should be employed, as it can 
reduce the number of features. In the third place, the suggested nouns with verbs as extraction should 
be tested using the Arabic classifier (Paci et al., 2013) domain since these algorithms depend less 
on the centers of each cluster. Fourth, the combined extraction should be evaluated from a semantic 
perspective, as it may generate a new extraction method concerning the problem shown and explained 
in Table 6. The proposed method in this work needs to be extended to retrieve the correct number of 
words from the Qur'anic text. It is hoped that the technique of nouns with verbs as extraction proposed 
in this work enhances the performance and effectiveness of Arabic clustering.
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