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Abstract: Rough set theory serves as an effective method for managing complicated real-world
data. Through rough approximation operators, it discerns both confirmed and possible data attainable
through subsets. Earlier studies have presented several rough approximation models, drawing
inspiration from neighborhood systems aimed at enhancing accuracy degree and satisfying the axioms
of traditional approximation spaces (TAS) that were initiated by Pawlak. This article proposes an
easy method to deal with information systems in most cases, wherein it introduces a new forming of
generalized approximation spaces, namely, cardinality rough neighborhoods. It is defined depending
on the cardinal number of the N,-neighborhoods of elements that are established under an arbitrary
relation. Their main features are investigated and the connections between them, as well as their
relationships with the preceding kinds of neighborhood systems, are uncovered with the aid of some
examples. Then, novel rough set paradigms induced by cardinality rough neighborhoods are displayed
that satisfy most properties of Pawlak’s paradigm. Next, a topological method to study these paradigms
is provided, wherein this method produces approximation operators similar to the given paradigms in
six cases that are proved. Additionally, both paradigms in a practical example concerning books and
the authors who authored them or participated in their authorship are applied. To illuminate the need
for the current concepts, we elaborate on their advantages from different views. Finally, a summary of
the obtained results and relationships and suggestions for some forthcoming work are offered.
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1. Introduction

As a fundamental framework for analyzing information systems containing imperfect or
ambiguous data, Pawlak [33] introduced traditional rough set theory (TRST). This theory begins
with an equivalence relation defined over the universe, forming the basis of granules (or blocks).
These granules are referred to as equivalence classes. To ascertain the nature of information derived
from rough datasets, TRST introduces the pivotal concepts of lower and upper approximations. To
provide further insight into the structure and comprehensiveness of knowledge derived, the concepts
of boundary regions and accuracy degrees have been proposed. These concepts inform us about the
quantity of uncertainty data and the nature of their structure.

We often encounter numerous practical challenges across various disciplines where an equivalence
relation does not accurately describe the relationship between the objects involved. This means that
we should relax the condition of TRST to successfully address these issues. Therefore, several authors
endeavored to set up novel rough set models that were defined via a nonequivalence relation such
as dominance [36], similarity [2,43], and quasi-order [40]. In 1996, Yao [47] presented two kinds
of neighborhood systems, namely, right neighborhood and left neighborhood, and exploited them as
granules or blocks to construct new rough approximation operators. This paved the way for authors
and scholars to offer novel paradigms of rough set theory through different sorts of relations that
are not necessarily an equivalence relation. To look over some of these paradigms, Abu-Donia [4]
produced some rough set models by defining the previous neighborhoods by deal with a finite number
of relations rather than a single relation. Mareay [30] proposed four neighborhoods based on the
equality between the original neighborhoods and offered new rough approximation operators. He
scrutinized their main properties and elucidated their pros. Atef et al. [19] completed Mareay’s work
by introducing other paradigms following the same technique. Dai et al. [20] defined the maximal
right neighborhood over a similarity relation and put forward some rough set models. Newly, Al-shami
with co-authors have established novel paradigms generated from new forms of neighborhoods such
as intersection neighborhoods [14], containment neighborhoods [8], subset neighborhoods [12], and
maximal neighborhoods [11]. They have revealed their main characterizations and the interrelations
between them; also, they have illustrated how these paradigms are applied to prevent the spread of
COVID-19 and reduce the pressure on health facilities. Al-shami and Mhemdi [17] and Demiralp [21]
proposed a novel technique to study rough neighborhoods and their generalized approximation spaces
generated by the hybridization of the right and left neighborhoods as well as minimal right and minimal
left neighborhoods. Additionally, this theory has served as a valuable mechanism for characterizing
information content across various models and applications in numerous diverse fields; see [1,25,26].

Due to the similarities in the behaviors of topological and rough set concepts, rough set models
can be studied from a topological perspective. This matter was first noted by Skowron [44] who set
up its fundamentals. This approach has attracted many topologists who are interested in rough set
theory. To name a few, Lashin et al. [28] considered the original neighborhoods as a subbase for
topology and then linked between the concepts of topology and rough set theory. Zhang et al. [49]
discussed some topological concepts such as compactness and connectedness when the topology is
structured by a reflexive relation. Salama [37] provided a topological solution for the problem of
missing attribute values. Al-shami [9, 10] made use of two generalizations of open sets to describe
information systems. Al-shami and Mhemdi [16] employed subset rough neighborhoods to initiate
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topological spaces of rough set models. Giiler et al. [24] and Mustafa et al. [32] introduced various
topological spaces of rough set models using containment rough neighborhoods. Moreover, some
authors employed supra topology [13], infra topology [15], nano-topology [27], and bitopology [38],
which are extensions of topology, to study generalized rough approximation spaces. Almarri and
Azzam [7] and El-Sharkasy [23] discussed these spaces via the minimal structures. Further studies can
be found in [29,42,45,48].

For several reasons this manuscript was prepared. First, to present a novel technique, free from
an equivalence relation requirement, for addressing situations that focus on the cardinality number
of No-neighborhoods, such as those encountered in social media or in categorizing applicants based
on the number of their qualities. Second, to retain most characteristics of the traditional rough set
model outlined in Proposition 2.3. Third, to address certain shortcomings in the properties of No-
neighborhoods, which may necessitate updates to the formula used for calculating accuracy measures
or the imposition of additional condition(s) on the applied relations; refer to [22]. Fourth, to propose
an abstract method inspired by topology as an equivalent alternative for the proposed rough set models.

This manuscript is designed as follows. Following this introduction, we summon the definitions
and findings that are essential for understanding the content in Section 2. Then, in Section 3, we
suggest new forms of neighborhoods called cardinality rough neighborhoods and look at their primary
features with the assistance of several examples. In Section 4, we utilize these neighborhoods to
introduce various rough set paradigms and elucidate the fundamental features of their lower and upper
approximations. We devote Section 5 to building topological paradigms that are equivalent to the
forgoing ones in the cases of o € {r,(r),[,{l), i, (i)}, which helps a wide range of users to choose
the suitable methods with their expertise. We structure a practical example to clarify how the current
paradigms are applied and analyze the advantages and limitations of this work in Sections 6 and 7,
respectively. Finally, a summary of this manuscript and suggestions for future work are provided
in Section 8.

2. Preliminaries

This section is devoted to reviewing several key definitions and results. Also, the necessity to
introduce the idea of cardinal neighborhoods (E,-neighborhoods) will be justified.

2.1. Traditional approximation space (TAS)

Definition 2.1. [33] Let B denote a universe, defined as a nonempty finite set. A binary relation ¥
on B is characterized as a subcollection of B X B. The pairing (a,) € Y is commonly expressed as
a¥B. A relation Y on B is termed reflexive (resp., symmetric, transitive) if a¥a for any a € B (resp.,
a¥p < pY¥Ya, a6 when a¥p and BYS). An equivalence relation is defined as one that is reflexive,
symmetric, and transitive. Furthermore, a comparable relation, denoted by ¥, satisfies ¥ or ¥«

forall a,p € B.

Definition 2.2. [33] Let Y be an equivalence relation on 8. Suppose W C B, so the lower, upper
approximations of W will be represented, respectively, as:

(W) =S e B/Y|S C W)
YW)=U{S eB/P|SNOW +0).

AIMS Mathematics Volume 9, Issue 11, 31366-31392.



31369

The notation B/Y symbolizes the family comprising all equivalence classes induced by the relation P.

The pair (8, 'P) is henceforth referred to as an approximation space. W is characterized as rough
if ¥(W) and W(W) are not equal. Conversely, if the upper and lower approximations coincide, the set
is termed definable or exact.

The core features of the traditional rough set model are enumerated in the subsequent proposition.

Proposition 2.3. [33-35] Consider an equivalence relation Y defined on B. For sets S, W, the next
characteristics hold:

(LL)¥Y(S)CS (U1)S C¥(S)
(L2) ¥(©0) = 0 (U2)¥(©0) =0
(L3)¥(B) =8B (U3)¥(B) =8
(L4) IfS C W, then ¥(S) C ¥ (W) (U4) IfS C W, then ¥(S) C ¥(W)
(L5) ¥(S NW) = ¥(S) N P(W) (U5) P(S N W) CP(S)NP(W)
(L6) P(S) U (W) C (S UW) (U6) P(S UW) =¥(S)UFW)
(L7) ¥(S°) = (¥(S)) (UT) W(S) = (F(S))
(L8) Y(¥(S)) = ¥(S) (UB) W(W(S)) = ¥(S)
(L9) Y((¥(S))) = (¥(S)) (U9) P(F(S))) = (F(S))

(L10) Y(W) = W,VW € B/Y (U10) @(W) =W, VYW e B/Y

Traditional theory [33] has been generalized through diverse methodologies, with comprehensive
verification of the validity of these properties. Unfortunately, certain properties have been found to
be uncertain. Nevertheless, the acquisition of as many of these properties as feasible is regarded as
advantageous within these methodologies.

Also, rough sets can be described numerically by using the next two measures:

Definition 2.4. [34, 35] Consider an equivalence relation ¥ on B, the A-accuracy and R-roughness
criteria of W are determined as:

AW) = EDU g w1 0.

Fw)’

R(W) = 1 — A(W).

In many positions, the equivalence relations are not attainable. Consequently, the classical
approach has been extended by employing weaker relations than full equivalence.

2.2. o-Neighborhood space

Definition 2.5. [3,5,6,46,47] Consider an arbitrary relation ¥ on B. If o € {r,{r), ,{]), 1, (i), u, {u)},
then the o-neighborhoods of k € B, symbolized by N, (), are identified as:

() N (k)={oeB: kYol
(ii) Ni(k) ={oe B: oY «}.
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(iii)
N N.(o) : A N.(0)involving k,
N(r)(K) = KENr(o)(D

Elsewise.

(iv)
N Ni(o) : 3 N(o)involving «,
Noy(k) = KEN](O)@

Elsewise.
W) Ni(K) = N () O Ni(w.

Vi) N () = N () U Ni(w).

(Vi) Np(6) = Nipy(6) () N ().

(viil) Nyy(k) = Noy(k) U Ngy(k).

Henceforward, unless otherwise specified, we will consider o to belong to the set

{r (), LD, 1, D), u, S

Definition 2.6. [39] Consider a relation ¥ on B and let [, denote a mapping from B to 2%, associating
each member k € B with its o-neighborhood in 2%. Consequently, the triple (8, ¥, {,) is termed a o--
neighborhood space, abbreviated as NS.

The aforementioned types of neighborhoods were utilized to introduce novel variations of lower
and upper approximations, as well as accuracy (roughness) criteria. In the desire of enhancing
the quality of approximations and maximizing accuracy criteria, numerous comparisons among the
preceding types of neighborhoods were conducted.

Definition 2.7. [3,5,6,46,47] Given a relation ¥ on B, the lower and upper approximations of each
subset W regarding to the various kinds of neighborhoods are introduced as:

Hyno(W) = {k € B: Ny(k) € W},
HNT (W) ={k e B: N (k)N W # 0).

Definition 2.8. /3, 5, 6, 47] Consider a relation ¥ on B. The Ay,-accuracy and Ry -roughness
criteria of a nonempty set W in regard to Y are represented by :

Hn o (W)NW
ANO’(W) = ||'7'(%UEW§UW||’ and

RN(T(W) =1- ANO’(W)'
Definition 2.9. [34, 35] Consider two relations ¥, and ¥, on B such that ¥, C Y,. The

approximations derived from N-neighborhoods show the property of monotonicity in both accuracy
and roughness of any set if Any, (W) > Ang, (W) and, respectively, Ryo, (W) < Ryo,(W).

Definition 2.10. [/8,30] Consider a relation Y on B. For each o, the U-neighborhoods of an element
k of B is represented as:

(i) U.(x) = {o € B: N,(x) = N, (0)}.
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(ii) Ui(x) = {o € B: Ni(x) = Ni(o)}.
(iii) O;(x) = U,(x) N Uy(x).

@iv) U,(x) = U,(x) U Uy(x).

(V) Uin() = {0 € B : Nip(k) = Niyy(0)).
(vi) Uyy(x) = fo € B: Np(k) = Nip(0)}-
(vii) Uiy (k) = Uy (k) N Ui (6.

(Vi) Uiy(k) = Uyry(K) U Uy (K).

Definition 2.11. /8] Consider a relation Y on B. For each o, the C-neighborhoods of a member k of
B is represented as:

() C,(x) = {0 € B: Ni(0) € N, (x)}.

(ii) Ci(x) ={o € B: Ni(o) € Ni(x)}.
(iii) C;(x) = C,(x) N Cy(x).

(iv) C,(x) = C.(x) U Cy(x).

(v) Ciy(k) ={o € B : Nyy(0) € Nyy(k)).
(vi) Cyy(x) = {o € B : Nyy(o) € Nyy(k)).
(vii) C(;y(x) = Cy(k) N Cipy(x).

(viii) Cpy(k) = Cpy(K) U Copy (k).

Definition 2.12. [12] Consider a relation ¥ on B. For each o, the S-neighborhoods of a member k of
B is represented as:

(i) S,(x) ={o € B: N.(xk) C N,(0)}

(i) Si(k) = {o € B : Ni(x) € Ni(0)).
(i) S:(k) = S,(0) N S,(K).

(iv) Su(K) = S,(k) U Si(K).

V) Sy(®) = {0 € B2 Nip(K) S Nip(0)).
(vi) Si(6) = {0 € B : Nyp(k) € Nip(0)}.
(Vi) Sy(K) = Siy(K) N S (K).

(Viii) S(m(K) = S<r>(K) U S<l>(K).
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3. Cardinality neighborhood systems

According to any binary relation, this section is consecrated to introduce the notion of cardinality
neighborhoods for any element in the universe. Their main properties will be explored and the
conditions under which some of them are identical will be determined. To support the gained results
and relationships, illustrative examples are included. The study of cardinality neighborhoods aspires
to improve the accuracy of approximations.

For any o € {r,(r), [, {l), i, (i), u, (u)}, IN,(.)| denotes the cardinality of N.(.).

Definition 3.1. Consider a relation ¥ on B. For each o, the cardinality neighborhoods of an element
k of B (briefly, E,(k)) are defined as:

(i) E () = {o € B IN, (0| = IN,(o)l}.

(i) Ei(k) = fo € B INi(x)| = INi(0)]}-
(iii) E;(x) = E.(x) N E (k).

(iv) E,(x) = E.(x) U E(x).

(V) Eqy(k) = {o € B : Ny ()| = INy(0)l}.
(vi) Ey(x) = {o € B : Ny ()| = INp(o)l}.
(Vi) Eqy(6) = Eory(6) N Egy ().

(Vi) Equy(K) = Bery(6) U By ().

The next example will demonstrate the conduct of cardinal neighborhoods, assist us in displaying
the dealings amongst them, and bring to light the method of computing cardinal neighborhoods.

Example 3.2. Let’s consider ¥ = {(B,5),(a,p),(B,9),(6,k)} as a relation on B = {a,p,0,k}.
Subsequently, the cardinality neighborhoods for all members of B will be calculated and presented
in Table 1.

Table 1. N,-neighborhoods and E,-neighborhoods for members of B.

a B 0 K
N, B} {B. 6} {«} 0
Ni 0 {a, B} {6} {6}
Ng 0 {6} B,y  {«}
Noy e, B} {8} {0} 0
E, H{a,6} {B) {@,6}  {«}
B Ao} {6} {0,k}  {0,«}
E o} {6} {0} {«}
E, {a,o} {B} {a,0,k} {0,k
Epn f{a} {8« {0y  {B.x
Ep f{a} {80} (B0}  {«
Ew  {a} {6} {0} {«}
Ew fa} B0« {B,6} {B.«}
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Proposition 3.3. (i) « € E;(@) iff IN.(k)| = IN(@)| and IN)(k)| = IN|(@)|.

(i) « € By () iff IN(©)] = IN: ()] or INi(K)] = INi(@)].

(iii) « € Egy(@) iff INgy (0| = INy(@)] and [Ny (€)] = INgy(a)l.

(iv) « € Ewy(@) iff INy ()] = INgy(@)] or INg (0] = INg ().

Proof. Follows from Definition 3.1. |
Corollary 3.4. IfY is a symmetric relation, then:

(i) Ei(@) = {o € B : INi(a)| = INi(0)l}.

(i) E(a) ={o € B: INy(@)l = INu(o)l}.

(iii) E,(@) = {o € B : IN,(a)| = IN,(0)I}.

(iv) Ewy(a@) = {0 € B: INw(a)l = INw()l}.

In Example 3.2, one can remark that E;(a) = E;y(@) = {a}, whereas {0 € B : [N(a@)| = INi(o)|} =
{a,0,k}and {0 € B : [N ()| = IN;(0)l} = {a, «}. This confirms the necessity of a symmetric condition
of the above corollary. That is, we cannot replace the condition [N, (@)| = |[N,(0)| and |N(@)| = |N;(0)|
with |[N;(@)| = [N;(0)| in general.

Proposition 3.5. Consider (B,Y,{,) as a c-NS. If k € B, then B, (k) # 0 for each o.
Proof. Follows from the fact that x € E(«) for each o. O

The above result will be beneficial in the next section to provide a formulation of an accuracy

measure similar to the original one given by Pawlak without additional condition(s). That is, we
guarantee that the lower approximation of every set is always a subset of its upper approximation.

Proposition 3.6. Consider (8,VY,(,) as a 0-NS and k € B. Then, « € E () iff @ € E, (), for each o

Proof. In the instances where o € {r,(r),[,{l)}, we obtain k¥ € E (@) & |N (k)| = [N, (o) &=
a € E, (k). The other cases of o € {i, (i), u, (u)} follow directly from this fact. O

Proposition 3.7. Consider (B,Y,(,) as a o-NS. If k € B (a), a € E,(B), then k € B, (B), for any
o € {r,<r), [,{D),i,{D)}.

Proof. In the instances where o € {r,(r), [, {l)}, we obtain x € E, (@), a € E,(B) iff IN,(x)| = IN,(a)|,
INo(@)] = IN-(B)|. This means that [N, (x)| = |N,(B)|. Hence, k € E,(8). The cases of o € {i, (i)}
follow directly from this fact. O

From the above propositions, the next corollaries are understandable.

Corollary 3.8. Consider (B,Y,{,) as a 0-NS and k € B. Then, k € E, (a) iff E,(k) = E, (@), for any
o € {r,<r), [,{D),i,{D)}.

Corollary 3.9. For every o € {r,(r),,{l),i, (i)}, the cardinality neighborhood of elements of B
constitute a partition of B, that is, the relation Y defined by

a¥Yk &= a € E,(x),

is an equivalence relation for all o € {r,{r), [, {l), i, (i)}.
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Remark 3.10. If o € {u,(u)}, then Proposition 3.7 and Corollaries 3.21, 3.9 need not to be valid as
both Example 3.2 and Table 1 illustrate.

The subsequent proposition indicates the relations between the various sorts of E,-neighborhoods.
Proposition 3.11. (i) E; CE,NE, CE, UE, CE,.
(ii) Egy CEy NEy CE(y UEG C Ey.
(iii) E, = E, =E,; = E, = E,, = E, = E(;y = By, if ¥ is a symmetric relation on 8.

Proof. Sentences (i),(i1) are directly proved. To prove (iii), one notes that N, = N; when ¥ is
symmetric, so E, = E, = E; = E, and E(y = E;, = E(;y = E(,y. It remains to show that E, = E
for one case of o € {r,1,i,u}. To do this, we proved that E, represents a partition for 8, which means
that E, = E,y. Thus, the desired outcome has been achieved. m]

Corollary 3.12. If ¥ is a symmetric relation, then the cardinality neighborhood of elements of B
constitute a partition of B for each o € {u, {u)}.

Example 3.2 illustrates that the converse of (i), (ii) of Proposition 3.11 is generally incorrect.
Additionally, it emphasizes the necessity of a symmetric relation in condition (iif).

Proposition 3.13. N, = N, for o € {r, 1}, if ¥ is a reflexive and transitive relation on B.

Proof. Let o = r and W be reflexive. Then, Ny (y) € N.(y) for each y. Conversely, let @ € N.(y);
that is, yWa. Now, for each 8 € B with y € N,(5), we have, by the condition of transitive, S¥Ya, which
means that @ € N,(B). Thus, N,(y) € N,,(y). Hence, the proof is complete. By following a similar
argument, the proof of o = [ follows. O

Corollary 3.14. N, = N, for o € {i,u}, if ¥ is a reflexive and transitive relation on 8.
Proposition 3.15. E, = E, for o € {r,1,i,u}, if ¥ is a reflexive and transitive relation on 8.
Proof. It immediately follows by Proposition 3.13 and Corollary 3.14. O

The next example shows that E, # Ey, o € {r, [, i, u} despite ‘¥ being a reflexive relation on 5.

Example 3.16. Consider ¥ = a U {(9, @), (5,), (6, k), (k, @), (k,0)} is a reflexive relation on B =
{a,B, 0, «}. Then,
Ni(@) = {a}, N.(B) = {B}, N.(6) = B, N.(x) = {a, 6, k}.
Ni(@) = {a, 6, «}, Ni(B) = {B, 6}, Ni(6) = {6, «}, Ni(x) = {6, x}.
Np(@) = {a}, N<r>(B) = {B), N»(0) = {a,6,«}, Ny(6) = {a, 6, «}.
No(@) = {a,d,«}, N<z>(ﬁ) =1{B, 6}, Nyy(6) = {0}, Ny (k) = {6, «}.
E(a) = {a/ B E(B) = {a. B}, E.(6) = {6}, E.(x) = {«}.
Ela) = {a}, E(B) = {B, 6, k}, Ei(6) = {B, 6, k}, Ei(x) = {B, 0, k}.
Ei(a') = {0/}, Ei(B) = {B}, Ei(6) = {6}, Ei(x) = {«}.

(a):aﬁ E(ﬁ):BE(5)_{,35K u(K) = {B, 6, k}.
Ey(@) ={a, B, Ey(B) = {@, B}, E(y(9) = {6, «}, By (k) = {6, «}.
Eg(@) = {a}, Eq(B) = {8, «}, By (6) = {0}, E¢y(k) = {B,«}.

Ewp(a) = {a}, Ew(B) = {8}, B (0) = {6}, Eqy(k) = {«}.
Ewy(@) = {a, B}, EwB) = {a, B, «}, Ewy(0) = {6, k}, By (k) = {B, 6, k}.
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The following example demonstrates that Eo # E(o), for o € {r,1,i,u}, even when ¥ is a
transitive relation on 8.

Example 3.17. Consider ¥ = {(«, @), (a,B), (@, 9), (a, k), (B,5), (B, k), (3,0)} is a transitive relation on
B = {a,p,0,«}. So, the cardinality neighborhoods of all members of 8 will be computed in Table 2.

Table 2. N,-neighborhoods and E,-neighborhoods for members of 8, when W is transitive.

a B 0 K
N, B Bk} {0} 0
N Ao} el a6} {a.p)
Ny B {B,« {6} {8, x}
Ng Ho} fe,B {a,6} 0
E, f{o} B {6} {«}
El {Q’} {ﬁ’ 69 K} {ﬁ’ 69 K} {ﬁ’ 69 K}
Ei {a} {B} {6} {«}
E, Ha} {864} {B,6,k} {B,6,«}
By ot {B.&} {0} {8, x}
Ep o} 8.6} {B.6} {«}
Eop fo} (B {6} {«}
E(u) {Q’} {18’ 6’ K} {ﬁ’ 5} {ﬁ’ K}

Proposition 3.18. Consider (8,¥, ;) as a o-NS. If k € B, then U, («) C E,(x), for each o.

Proof. Assume that @ € U,(k). Hence, N, (k) = N (@), so IN,(«)| = |N,(@)|, which means that
a € E, (k). O

As depicted in Table 1, it is evident that U,(x) = « holds true for every o. This observation
highlights the failure of the converse statement in the preceding proposition.

Proposition 3.19. Assume that « € E, (k). Hence, @ € O, (k) iff @ € C,(x) iff @ € S,(x), for every
o € {r,<r), [,{D),i,{D)}.

Proof. Let o = r and a € E, (k). Then,
IN ()| = IN (). (3.1

If a € Cy(k) or @ € S,(k), then N.(a) C N,(x) or N.(o) 2 N,(k). From (3.1), it follows that
N, (@) = N,(k), implying that a € U(k), as required. ]

Remark 3.20. We call the reader’s attention to that the preceding kinds of neighborhoods, i.e., U-
neighborhoods [18,30], intersection neighborhoods [ 14], subset neighborhoods [12], and containment
neighborhoods [8], are equivalent to their counterparts of o-neighborhoods when the relation is
equivalent. On the other hand, this characteristic is not satisfied for the current neighborhoods.

Remark 3.21. Consider a relation Y on B. Then, for each o, there is no relationships between E, -
neighborhoods and N ,-neighborhoods.
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4. New kinds of rough set models founded upon E -neighborhoods

In this portion, novel approximations known as Hzg,-lower and HE"-upper approximations will
be presented. These approximations will be utilized to designate new regions and accuracy criteria for
any set.

Definition 4.1. Consider (B,Y,(,) as a 0-NS. Based on cardinality neighborhoods, the pair
(Her (W), HET(W)) represents the lower and upper approximations of a set W, respectively,
assigned as:

He, (W) = {a € B : E,(a) C W} (called E-lower approximation of W) and
HE(W) = {a € B : Ex(a) N W # 0} (called B, -upper approximation of W).

Definition 4.2. The E -boundary, E.,-positive, and E,-negative regions of a subset W within a o-NS
(B,Y, ,) are identified, respectively, as:

BE(J‘(W) = 7_{IEO—(VV) \ 7_{IEO'(VV);
POSEG'(W) = ﬂEG(W);
NEGg,(W) = B\ HE"(W).

Further, rough sets by cardinality neighborhoods can be characterized numerically by utilizing the
following two criterions:

Definition 4.3. The E -accuracy and E,-roughness criteria of W # 0 of a o-NS (B,¥,{,) are,
respectively, endowed by:

Az (W) = Dzl | HE7 (W) | 0.

Reo(W) =1 - Aga(W).

To illustrate the computation of the defined approximations, boundary regions, and accuracy
criteria for all o, the following example will be offered.

Example 4.4. Continued from Example 3.2. Suppose W = {«, 6} as a subset of a o-NS (B, ¥, {,). Then,
(i) if o € {r,(r),i,{)}, then Hzp(W) = {a, 5}, HE(W) = {a, 6}, Be, = 0, and Ag, (W) = 1.
(i) if o € {I,u}, then Hey (W) = {a}, HE" (W) = {a, 6, &}, Bey = {6,«}, and Ag, (W) = %

(iii) if o € {(I), (w)}, then Har(W) = {a}, HZ(W) = {a.B, 6}, Bas = {B.6}, and Ag,(W) = 1.

The forthcoming results will investigate which of Pawlak’s properties are maintained by E-lower
and E”-upper approximations.

Theorem 4.5. For each o, consider (B,¥,(,) as a o-NS. If S,W C B, then the next statements
hold true.

(i) Hee(W) S W.
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(i) He,(0) = 0.

(iii) He,(B) = 8.

(iv) IfS C W, then Hay(S) € Hap(W).

(V) Heo(S N W) = Hio(S) N Hio(W).

(vi) Heor (W) = (HE (W),

(vii) Heo(Her(W)) = Heo (W) for each o € {r,{r),,{l), i, {i)}.

(ix) Heor(Her(W)) € Her (W) for each o € {u, (u)).

(x) Let z € B. Then, Hzr(Ey(2)) = E,(2), for each o € {r,{r),[,{l), i, {i)}.
(xi) Let 7 € B. Hence, Hzy(By(2)) C Eo(2), for each o € {u, (u)}.

Proof. (i) From the fact @ € E, (@) for each @ €B, we obtain Hg, (W) C W.
(ii) Obvious.

(iii) Given that @ € E, (@) C B for every a € B, it follows that Hz,(B) = B.
(iv) If S € W, then He,(S) ={a € B:E (@) CS} C{a e B:E (o) C W} = Hg,(W).

(v) This can be inferred from (iv) that He, (S N W) C Hz, (S) N Hz,(W). Conversely, let @ € Hz,(S)N
Hzr(W). Then, @ € Hg,(S) and @ € Hg,(W). This implies that E,(a) € S and E,(a) C W.
Consequently, E, (@) € S NW. Thus, a € Hg, (S N W), and s0 Hz,(S) N Hzr (W) C Her (S NW).

(vi) @ € Hp, (W) & E, (o) C W*

— E,(a)NnW=10
= a ¢ H(W)
— a € (HE(W)).

(vii) It follows from (i) and (iv) that Hg, (Hg,(W)) C Hg,(W). For the other side, let @ € He, (W),

which implies that E, (o) € W. Let k € E, (@), hence |E,(x)| = |E,(a)|, for each «k € E ().

Therefore, E, (k) € W, for each x € E, («). Then, k € Hg, (W), for each k € E, (), and so
@ € Hzo(Her(W)). Consequently, Her (W) CHer(Her(W)). So, Heo(Her (W) = Heo(W).

(ix) Obvious.
(x) Obvious.

(xi) Obvious.
O

Corollary 4.6. Consider (B,¥,,) as a o-NS. Then Hz,(S) U Her (W) C Heo (S U W) for any
S,WcC8B.

Theorem 4.7. For each o, consider (8,%¥Y,{,) as a o-NS. Let S,W C B, then the next statements
hold true.
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() W HE2(W).

(i) HE"(0) = 0.

(iii) H=(B) = B

(iv) IfS C W, then HE(S) € HE"(W).

(v) HE(S UW) = HE(S) U HET(W).

(vi) H™(W*) = (Hze(W))".

(vii) HE (HE7(W)) = HET(W) for each o € {r, (r), L, (), i, {i)}.

(ix) HET(HE(W)) 2 HEC(W) for each o € {u, (u))}.

Proof. The proof closely resembles that of Theorem 4.5. O

Corollary 4.8. Consider (8,¥,(,) as a o-NS. Then, HZ(S N W) € HET(S) N HET(W) for every
S, WcC8&.

The converses of items (iv) and (ix) of Theorem 4.5, as well as items (iv) and (ix) of Theorem 4.7
and Corollaries 4.6, 4.8, are determined to be invalid, as demonstrated by the following example.

Example 4.9. Consider a o-NS (8,Y, {,) as described in Example 3.2.

(i) Consider S = {a,8} and W = {B,k}. Hence, Hz,(S) = {a} and H*(W) = {B,6,«}, but
He(Hz(S)) = 0 and H™ (H*(W)) = 8.
So, Heu(Heu(W)) # He(W) and H™ (H(W)) # H>(W).

(ii) Consider S = {a} and W = {6}. Hence, Hg,(S U W) = {a} D 0 = Hg,(S) U Hg,(W). Also,
HES N W) =0 C {a, 6} = HES) N HEAW).
So, Hzr (S UW) € Hzo(S) U Heo (W), and HET(S) N HET(W) & HET(S N W).

(iii) Consider S = {a,B} and W = {B, k}. Hence, Hg,(S) = He, (W) = {B}. Also, H*(S) = H(W) =
{a, 6, k}. However, neither S € W nor W € §.

Proposition 4.10. Consider (B,¥Y, ;) as a o-NS. If W C B, then

(i) He (W) € Hz (W) N Hg(W) € He (W) U Hey(W) € Hei(W).

(i) HE(W) € HE(W) N HE(W) € HE(W) U HE(W) € HEYW).

(iii) Hey(W) C Hey (W) N Heggy (W) C Hey (W) U Hegg (W) € He(W).

(iv) HEDY(W) € HEO (W) N HEO(W) € HEO(W) U HED(W) € HEO(W).

Proof. Following from Proposition 3.11 and Definition 4.1. O
Corollary 4.11. Consider (8,%¥,{,) as a o-NS. If W C B, then

(i) Agu (W) < Ap (W) < Agi(W).

(ii) Ag, (W) < Ag(W) < Agi(W).

AIMS Mathematics Volume 9, Issue 11, 31366-31392.



31379

(iii) Aggy(W) < Aggy(W) < Ag(W).
(iv) Aguy(W) < Agpy(W) < Agp(W).

Proof. Only result (1) will be demonstrated, and the remaining results can be proven using a similar
approach. Since Hg, (W) € Hg, (W) € Hgi(W),

| Heu(W) 1] He (W) |<] He(W) | 4.1)

Considering H= (W) € HE (W) € HEW), | HE(W) |<| HE (W) |<| H=(W) |. Given the assumption
that W is nonempty, it follows that | H="(W) |> 0 for all o-. Therefore,

1 1 1

< < ‘ . 4.2
| HEA(W) | — [ HE(W) | — | HE(W) | (42
In view of (4.1) and (4.2),
| He (W) | < | He (W) | < | Hei (W) |
| HE W) | — | HE(W) | — | HE(W) |
Thus, the desired results are attained. m]

To demonstrate the failure of the converse aspect of Proposition 4.10 and Corollary 4.11, we
compute the approximation operators and accuracy criteria for all subsets utilizing the data provided
in Example 3.2. The results are presented in Tables 3 and 4.

AIMS Mathematics Volume 9, Issue 11, 31366-31392.



{a, 6}
{a, 6, k}

{0, k}

Table 3. The approximations and accuracy criteria for {r, [, i, u}.
{a}
B
{6, k}

He, (W) HE(W) A (W) Hey(W)  HEW)  Ag(W) Hg (W) HEW) Ag(W) Hz, (W) HEW) Ag, (W)

TY%

w

AIMS Mathematics

0

0

{6, k}

=

—len—len © —It—lcn—lecn—ION—I<t r=f{ —|CN ==

{@,B, 6}
{a, o, k}

’ﬁ}
{a, 5, k}

{B}
{a}
0
{6}
B
{k
{
{B}

— o o e e e e e e e

STTT
QLo ¥ TTRUS I
55995 888dq

)—'—1—'—,__

w x %
Qe ¥E TTAQS IS
3899588849y
— NN 0N — = O O v p—
_TTTT T T
Q<& C S S e <SS
222259 Qiry
QxR <
RSN SHC N SR ARSI A

—len ¥ —len—len — —leN — — — —| —

T T T T
T TG
22222 ITQ QA
s =
S T 4TS T
QYSIXQRAQY x 332y
TTTT
TR TeTvddss
223EQYL I IYQY

Volume 9, Issue 11, 31366-31392.



Aguy(W)

—_— O O O —lt—ln—lon—lcn—lcn O —IN—ION—I<t v—{ =

——

x

< © =
Y] gg
2Rl

HEOW)

T <
<SS
22

EE
3 I X B33

< <

< <

L QQIEY
9 qQ

Heuy(W)

2

g

D R R R T e T e T e T e T e T e T e T e B e B
3 e TETT
sl SE TR Trdds<
TR Xxr USSR REYqy
. Qe ¥ ¥ TAQASI
TEREXEsidds 28 8dqg

=

&

L= O O — —le—n = = =N — =[N O — —
~~ —— ‘__’__»—'— ——
= SR xR >
gﬁ%% QY ¥ © d S Q 29
TERQR XTI I3R23233QlQ
= X o Q% X
Q—_ —_— -~ O —— o o o -~
TCLeses X223 xx332312Qy

Agny(W)

—_— O o O N e NN — =N O — O — —

Table 4. The approximations and accuracy criteria for all {{r), (I}, (i), (u)}.

o —_—— —_—— —_—
=l % X% x< XX
gﬁx x%quxﬁ Q 29
TERLRIITIIRR2Q 2y
—~ ~ ——
S © T e
g,__ —_—— ot oo~ o~ —— ~ o -~ -~
TE2EesResel32228383322Q
_ TTT T
—_ Qe XL WLTRRS S
22X gES IR aqy

AIMS Mathematics Volume 9, Issue 11, 31366-31392.



31382

Remark 4.12. It is worth noting that if (8,%¥,{,), (B,Y¥Y,,{,) are o-NS with ¥, C ¥,, then the
concepts of Bio (k) and E,0 (k) are independent of each other for some k € B and each o, that is, the
cardinality neighborhoods lose the property of monotonicity.

The following two propositions are obvious and, hence, their proofs are omitted.
Proposition 4.13. If W is a nonempty subset of B, 0 < Ag, (W) < 1 for any o.
Proposition 4.14. Az, (B) = 1 for each o-NS (8, Y, {,).

We call a subset W Eo-exact if Ag, (W) = 1. Otherwise, W is called Eo-rough.
Ultimately, Algorithm 1 is built to determine whether a set is Eco-exact or Eo-rough.

Algorithm 1: Determination whether a subset is Ec-exact or Eo-rough

Input : The universal set 8 under consideration.
Output: Specify a category of each subset: Eco-exact or Eo-rough.

1 Give a relation ¥ over B;
2 Select a type of o;
3 foralla € Bdo
‘ Compute N, (@)
5 end
6 for all o € Bdo
7 ‘ Compute E (@)
8
9

N

end

for each subset W # 0 of 8 do
10 Compute Hg, (W) (Eo-lower approximation);
11 Compute HE" (W) (Eo-upper approximation);
12 if He (W) = HE7(W) then

13 | return a subset W is Eo-exact
14 else

15 ‘ a subset W is Eo-rough

16 end

17 end

The next example shows how one applies Algorithm 1 to determine whether a subset is Eo-exact
or Eo-rough in the case of o = L.

Example 4.15. Take an o-NS (8, VY, {)) introduced in Example 3.2. To examine subsets W, = {3, k} and
W, = {0, k} of B in terms of Eo-exactness and Eo-roughness, we first remark that step 1 of Algorithm
1 is given in Example 3.2. Then, we choose o = . The computations of N, and E,, for each element of
B, are made in Example 3.2. Now, we calculate El-lower and El-upper approximations for subsets W,
and WQ.’

Hz(Wy) = (B} and H* (W) = {B,k, 6).

He(Wo) = {6, &) = W, and H™ (W) = {6, k} = Wa.
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Accordingly, Hg (W) = HE(W>), so W, is an El-exact subset whereas Hg (W) # HE(W)), so

Wy is an El-rough subset.

5. Topologies generated by cardinality neighborhoods

Via cardinal neighborhoods, one can originate different topologies.

explain that.

The next theorem will

Theorem 5.1. Let (B,VY,,) be a o-NS. For each o, the family Tg, = {W C B : E (k) C W,V keW}

constitutes a topology on B.

Proof. At the beginning, suppose W,€Tg,, for each t€A. Let keU,coW,, then there is an (y€A s.t., k€W,

and E, (k) C

W,, € U,eaW,. Therefore, Uepa W, €TE,.

Second, let Wi, W, be members of T, and « belongs to the intersection of W; and W,. Then,
E, (k) € W and E, (k) € W,. Hence, E,(x) € W; N W,. This means that W ,NW,eTg,,.
Finally, it is easy to see that 0, BeTg,,, for each 0. Consequently, Tg,, is a topology on 5. O

A subset W is named a Tg,-open set, if WeTg,, and its complement is named a Lg,-closed set,

where Lg, = {F : F° € Tg,}.

Example 5.2. Continuing from Example 3.2.

T = {0, B, {«}, {6, k}, {B, 0, k}}.
Ta = {0, 8, {a}, {a,ﬁ}, {01,,3, o1}
Ty =10, B, {a}, B}, {k}, (B, k1, {
TN<z>—{0B{ } B {,BK @, B {

= {0, B, {B}, {«}, {,BK oz,Bé} {a,6,k}} =
TEZ {0, B, {6}, {a}, {0, }, a/,,B,{B,é,K, {a,0,k}} =

mi =28 = 14

=1{0, 8, {ﬁ a, 6 k}} = J_Eu
TE(”) - {@ 'B {ﬂ K ’ a’ ﬁ’K}’ {ﬁ»é }}
Ty =10, 8, {a },{ A,k ,{5,5 Aa,B,6}, 1B, 6,k}} =
Tep = 2% = J—E<z>
Trw = (D B {ﬁ 0, K = Lguw.

Theorem 5.3. The following properties
cardinality neighborhoods:

() Te, € Te,NTE € Te U Tg C Tri.
(ii) TEw - TE() N TE@ c TE() U TEw c TE@)-

Proof. Obvious, by using Proposition 3.11.

K},{O/,,B},{B,(‘S {a,B, 0}, {a, B, k},{B, 9, k}}.
k}, B, 0}, {a, B, 0}, {a, B, k}, {B, 0, k}}.

Llg,.
Lg.

= Lew-

J_E<1>.

hold  for the topologies generated by

Example 5.2 displays that Tg; # Tg,, Tgi # Te> TEu # TEr> Teu # TE> and T # Tgy.

TrGy # TEGY TEG F TEGs TEWw # TR TEw #F TE@. and Trg # TEw-
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Definition 5.4. Let Ty, denote the topology generated by cardinality neighborhoods. The lower and
upper approximations, as well as the accuracy criteria, of any set W in B, are endowed by: Ta(W) =

ints, (W), To(W) = cls, (W), and Ar,(W) = 2205, | To(W) |3 0.

It is clear that 0 < Ay, < 1. If Ap, (W) = 1, hence W is referred to as an Eo-exact set. Elsewise,

W is termed an Eo-rough set.

Referring to Definition 5.4, one can prove the following results utilizing the characteristics of
interior and closure topological operators. It is worth noting that some properties that are missing
for Hg,-approximation and = -approximation are still valid for the To-approximation and To--
approximation, such as item (ix) of Theorems 4.5 and 4.7.

Theorem 5.5. For each o, consider (8,%Y,{,) as a o-NS. If S,W C B, then the next statements
are valid:

(i) To(W) C W.
(i) Ta(0) = 0.

(iii) To(B) = 8.

@(iv) If S € W, then To(S) C Ta(W).

(v) To(S N W) = Ta(S) N Ta(W).

(vi) To(W¢) = (To-(W))".

(vii) To(Ta(W)) = To(W) for each o.

Corollary 5.6. Consider (8,Y, ;) as a o-NS. Then, Ta(S)UTa(W) C Ta(S UW) forany S,W C B.

Theorem 5.7. For each o, consider (B,Y,{,) as a o-NS. If S,W C B, then the next statements
are valid:

(i) W< To(W).

(i) To(0) = 0.

(iii) To(B) = 8.

@(iv) If S C W, then To(S) € Ta(W).

(v) To(S U W) = To(S) U To(W).

(vi) To(We) = (Ta(W))".

(vii) To(To(W)) = To(W) for each o

Corollary 5.8. Consider (8,VY, ,) as a o-NS. Then, To(S NW) C To(S) ﬂﬂ(W)for any S,W C 8.
Proposition 5.9. If W is a nonempty subset of B, 0 < At (W) < 1 for any o.
Proposition 5.10. For each o-NS (B,Y,{,), A1-(B) = 1.

Proposition 5.11. Consider (8,¥, ;) as a o-NS. If W C B, then
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(i) Tu(W) € Tr(W) n TI(W) € Tr(W) U TI(W) C Ti(W).
(i) Ti(W) C Te(W) N TI(W) € Tr(W) U TI(W) C Tu(W).
(i) Tu)(W) € T()(W) N T € T} W) U TAW) € TEW).

(iv) T@(W) € T()(W) 0 TAYNW) € T(e)(W) U TANW) € Tu)(W).
Corollary 5.12. Let (B,Y,{,) be a o-NS. If W is a nonempty subset of B, then
() An(W) < Aq,(W) < Api(W).

(i) A, (W) < Ap(W) < Api(W).

(iii) Aty (W) < Apiy(W) < Aqiy(W).

(iv) Aruy(W) < Apy(W) < Ay (W).

Now, we will compare the approximations and accuracy criteria presented here based on
topological structures with their analogues introduced in the preceding section. To facilitate this
comparison, we begin by the following lemma.

Lemma 5.13. Let (B,¥,¢,) be a 0-NS. Then, E (k) is a member of Tg, for all k € B and o €
{r,{r), L,<D), i, <}

Proof. Let a € E, (k) and o be as given. Then, by Corollary 3.21, we have E,(a) = E, (k). This means,
according to Definition 5.1, that E (k) € Tg,, as required. O

Proposition 5.14. For o € {r,(r),,{l), 1, (i)}, consider (B,Y¥, ;) as a o-NS. If W C B, then
(i) To(W) = Ha, (W), and
(ii) To(W) = HE(W).

Proof. To prove (1), let @ € Tao(W). There exists a subset V € T, such that « € V € W. This implies
that @ € E,(a) C V € W. Thus, @ € Hg,(W); hence, To (W) C Hg,(W). Conversely, let @ € He,(W).
Then, @ € E () € W. By Lemma 5.13, E (@) € T, so @ € E,(a) C intg,(W) = To(W). Thus,
Hz (W) C To(W). Thus, the proof is concluded.

Using a similar approach, one can establish (ii). O

Corollary 5.15. For o € {r,{r),,{l),i,(i)}, consider (B,¥,,) as a o-NS. If W C B, then
Ars(W) = Ags(W).

Based on the aforementioned results, it is evident that the topological approximations and
measures coincide with their counterparts introduced in the preceding section for o € r,(r), L, {l), i, {i).
However, differences arise for o € u, (u), as elucidated in the subsequent results and examples.

Proposition 5.16. For o € {u, (u)}, consider (8,¥, ,) as a o-NS. If W C B, then
(i) To(W) € Her(W), and
(i) HE(W) C To(W).
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Proof. (1) Similar to the proof of necessary part of (i) of Proposition 5.14.

(i1) Suppose a ¢ To(W). Then, there is a subset S € T, containing @ s.t. S N W = (. Since
a € Bo(a) C S, it follows that Eo(a) N W = (. Consequently, @ ¢ H="(W), thus establishing the
desired result. |

Corollary 5.17. For o € {u,{u)}, consider (8,¥, ,) as a o-NS. If W C B, then
ATO’(W) < A]E(T(W)

The converse of Proposition 5.16 and Corollary 5.17 may not hold true, as demonstrated in the
following counterexample

Example 5.18. Continuing from Examples 3.2 and 5.2, consider W = {3,6,«} and S = {a,«}. The
following observations can be made

(i) Ta(W) = (B}, Ta(W) = B and Ag, (W) = i whereas Hg, (W) = {8, k}, H*(W) = B, and Ag,(W) =
1
5.

(i) Tu)(S) = {a}, T(u)(S) = B and Aru(S) = ; whereas Hzy(S) = {a}, H*(S) = {a. B, &}, and
Acw(S) = 3.

6. Practical example

Here, we provide a practical example of how we can apply the present neighborhoods to describe
a real situation and extract its unapparent information. Let X = {ay, a», as, a4, as, as} be a set of authors
who authored some books or participate in the authority of them; and let the set of books be Y =
{b1, by, b3, by, bs, be, b7, bg, by}. In Table 5, we associate each author with the books who authored them
or participated in their authority using the mapping F of X into the power set of Y defined by F(a) =
the books authored by the author “a” partially or completely.

Table 5. Information system of authors and their books.

Authors a a as ay as ag ay

Books | {b3,bs} {by,b7,bg,bo} {b3,b4,bs} {bi,bo} {by,b3,b7} {b2,b7} {b3,bs}

Now, we determine the relation between the authors by the following formula:
xVYy & F(x) C F(y).

Accordingly, we have ¥ = {(a;, a1), (a2, a2), (a3, a3),(as, a4), (as, as), (as, ag),(ar, az), (ay, az),(ai, az),
(az,ay),(as,az), (ag, as), (a7, as)}. It is evident that ¥ is reflexive and transitive, so by Proposition 3.15,
Eys = E for o € {r, [, i,u}. Butit is not symmetry, so we cannot utilize the traditional rough set model
to deal with this system. In Table 6, we build the systems of N,-neighborhoods and E -neighborhoods
of each element in X.
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Table 6. N,-neighborhoods and E-neighborhoods of all members in X.

ay a as ay das dg ay

N, {ai,as, a7} {az} {as} {az, aq} {as} {as, as} {ai, a3, a7}

Ni {a1, a7} {az, as} {ai,as, a7} {as} {as, ag} {as} {a1, a7}

N {ai, a3, a7} {az} {as} {az, aq} {as} {as, as} {ai,as, a7}

Ny {a1, a7} {az, as} {ai, a3, a7} {as} {as, ag} {as} {a1, a7}
E. Ewn {a1, a7} {az, as, as} {az,a3,as}  {as,ae} {az, as, as} {as, as} {a1, a7}
E;, Egy X\{as,a4,a6} X \{az,a4,a6} {as} {as,as} X \{az,as,a6} {as,asl X \{as,as,a6}
E;, Eg {ay, a7} {as, as} {as} {as, ag) {ay, as} {as, as} {ai, a7}
E., Ew X\ {as, a4, a6} X\ {ay, as} {ar,a3,as}  {as, a6} X\ {ay4, as} {as, a6} X\ {as, a4, as}

Take subsets W = {ay, a2, a3, a7} and V = {a;, a», a3, as} of X. Then, the information that can be
extracted from this subset is outlined in the following:

e Incases of o € {r,(r),,{l), 1, (i)}, the approximations and accuracy criteria computed with respect
to both rough set models of Sections 4 and 5 are identified as we proved in Proposition 5.14 and
Corollary 5.15. For the sake of brevity, we compute them for o = r:

(@) Tr(W) = He (W) = {a1,a7}.

(i) Tr(W) = H¥(W) = X \ {as, ag).

(iii) Ar (W) = Ag (W) = 2.

e In cases of oo = u, the approximations and accuracy computed with respect to both rough set

models of Sections 4 and 5 are, respectively, calculated in the following:

(i) Tu(V) =0, Tu(V) = X \ {a4, ac}, and A, (V) = 0.

(ii) Hz, (V) = {as}, H™(V) = X \ {a4, ag}, and Ag,(V) = 1.

It can be seen that the computations given above are in agreement with the obtained results
in Proposition 5.14, Corollary 5.15, Proposition 5.16, and Corollary 5.17. That is, the lower and
upper approximations and accuracy measures of subsets obtained from rough set models founded

upon E,-neighborhoods (in Section 4) are better than their topological counterparts (in Section 5)
in the cases of o € {u, (u)}. Also, these approximations and accuracy measures are equal in cases of

o € {r,(r), LD, i, {)}.
7. Discussions: Strengths and limitations

In this part, we discuss, in detail, the pros and cons of the proposed rough set models.

e Strengths

(i) There is no condition on the binary relation used to establish E,-neighborhoods and their
approximation operators. In Pawlak model, it was imposed as an equivalence relation, also,
some other rough neighborhoods and their paradigms were introduced under specific types
of relations such as reflexive and similarity relations; see, [2, 3,20,43].

(ii) Every E,-neighborhood presented herein is not empty for any element in the universal set,
whereas some existing neighborhoods in literature are empty for some elements. This
matter gives rise to deficiencies in the properties of these neighborhoods, which require
some updates for the formula used to calculate the accuracy measures or impose further
condition(s) of the applied relations; see, [22].
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(iii) Most characteristics of the original rough set model given in Proposition 2.3 are still valid
for the present rough set models as investigated in Propositions 4.5 and 4.7.

(iv) The neighborhood systems and rough set models suggested in this work provide an efficient
instrument to address some real situations and they focus on the cardinality number of
N,-neighborhoods, such as those are applied in the social media or used to categorize the
applicants according to the number of their qualities.

(v) The topological rough set models debated in the previous section are equivalent to their
counterparts introduced in Section 4 in the cases of o € {r,(r),L,{l),i, (i)}, which helps
a wide range of users to choose the suitable methods with their expertise. That is, users
with abstract backgrounds prefer to deal with the topological approach because of the ease
of computing the approximation operators from their corresponding interior and closure
topological operators.

e Limitations

(i) The efficiency of the present rough set models is less than the rough paradigms produced
by U-neighborhoods [30] in terms of enlarging the upper approximation and shrinking the
lower approximation.

(ii) The current topological models produce less accuracy measures than their counterparts
induced by E,-neighborhoods in cases of o € {u, (u)}.

8. Conclusions

One of the effective methods for extracting information from incomplete systems is a rough set
introduced in 1983 by Pawlak. Since its appearance, it has been developed in several ways, one of
them being neighborhood systems inspired by specific or arbitrary relations.

In this manuscript, we have offered the notion of cardinality rough neighborhoods, which is
utilized to originate novel kinds of generalized approximation spaces. We have searched the major
properties of these neighborhoods and spaces and provided some examples to clarify their relationships
among each other, as well as their connections with the preceding ones. In this regard, we have
demonstrated that all E,-neighborhoods are equivalent under a symmetric relation, and E, = E
for o € {r,1,i,u} under a reflexive and transitive relation. We have proved that all characteristics of
Pawlak that are given in Proposition 2.3 have been acquired for the approximations H=", Hz,,, except
properties L8 and Us are partially losing whenever o = u or (u). Also, we have discussed a topological
approach to study the given paradigms and demonstrated that this approach produces approximation
operators similar to the given paradigms in six cases, which helps to deal with information systems
in most cases by different ways. A practical example concerning manuscripts and the authors who
authored them or participated in their authorship have been given.

There are some merits of the proposed types of neighborhoods and rough paradigms such as
working without the rigorous condition of an equivalence relation, overcoming the shortcomings of
some previous neighborhoods concerning the way of calculating the accuracy measures, and some
subsets are not contained by its lower approximation; also, we simulate the original model of Pawlak by
keeping its basic properties. On the other hand, we face a limitation regarding the size of approximation
operators of some subsets compared to U-neighborhoods.
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In the next points, we suggest some ideas that can be researched as possible forthcoming works.

e hybridize the system of E,-neighborhoods with ideal structures to minimize the upper
approximation and maximize the lower approximation;

e investigate the characteristics of rough set models that are defined by the following types
of neighborhoods.

(@) Ef(©) = {o € B: INi(6)| = INi(o)l}.

(ii) Ej(x) = {o € B IN, ()| = IN(0)l}.

() B, () = {o € B: INy (I = Ny (0)l}.

(vi) B} () = {0 € B : INuw(®)| = INuy(o)l}-

It should be observed that the aforementioned neighborhoods and E,-neighborhoods (o €

{i, u, (i), (u)}) are independent of each other.
e explore the notions presented herein in the frames of fuzzy and soft settings [26,31,41].
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