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Abstract
Scalable and accurate normalized difference vegetation index (NDVI) prediction is necessary to track the status of vegetation
and the environment and to support proper ecological management. Herein, we present an innovative deep-learning approach
to improve NDVI prediction performances by considering enhanced temporal modeling and hybrid optimization processes.
The analysis is based on a coremodel that integrates a Bidirectional GatedRecurrent Unit (BiGRU)with the profound attention
feature since the primary research incorporates the capability of complex temporal in addition to NDVI-time series value. The
model performs better through a dual algorithm combining the waterwheel plant algorithm (WWPA) and statistical fractal
search (SFS) namedWWPASFS-BiGRU. The proposed approach is evaluated using real-world NDVI datasets, demonstrating
its capability to outperform traditional models and state-of-the-art deep learning methods. Key performance metrics highlight
the model’s accuracy, with a root mean square error (RMSE) as low as 0.00011, reflecting its superior predictive ability.
Comparative experiments showcase the robustness of our model across different environmental conditions and geographical
settings, affirming its applicability in diverse ecological forecasting scenarios. Additionally, extensive statistical validation,
including ANOVA andWilcoxon tests, confirms the model’s consistency and reliability. The effectiveness of theWWPASFS-
BiGRU model is illustrated through applications in predicting NDVI trends across regions in Saudi Arabia, providing critical
insights for ecosystem management and sustainable development planning.

Keywords Hybrid optimization · Waterwheel plant algorithm · Statistical fractal search · Attention model · Bidirectional
gated recurrent unit (BiGRU) · Forecasting model

1 Introduction

The environmental issues cover a large area, including
agricultural, water, or landscape threats. These threats can
significantly disturb the natural order of things on our planet.
Many of these discourses are caused by human actions, such
as industrialization, city boom, and extraction. The loss of
forests, representing only a tiny percentage of habitat type
in total, can therefore be considered a vital extinction agent
since it also acts as the primary mediator of climate change
by reducing trees’ capability to absorb more CO2 in the
atmosphere. Such pollution sources as industry waste, agri-
culture runoff, and motor vehicle emissions contribute to air,
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water, and soil pollution, consequently negating the impact
on human health and the natural environment [61–63].

Currently, the planet is going through climatic change
mainly due to the fumigation of fossil fuels and the unleash-
ing of forests, leading to changes in weather patterns, sea
levels, and the worsening of extreme weather occurrences.
The resolution of environmental issues should be a compre-
hensive approach that consists of some essential components,
such as individuals, communities, state agencies, and busi-
nesses. The enactment of sustainable methods, including
renewable energy preferences, waste elimination, and sus-
tainable agriculture, involved environmental depreciation
and mitigation. The conservation of habitats, in the sense
of preservation of endangered species and restoration cycles
of degraded ecosystems, is a crucial issue of biodiversity
and ecological resilience. Besides, policy, law, and regulation
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are essential to motivating substitutable practices, stabilizing
pollution, and reducing greenhouse gas emissions [46, 81].

Satellite imagery can be utilized to assess the distribution
and productivity of vegetation over extensive geographical
regions. Normalized difference vegetation index (NDVI) is a
widely utilizedmulti-spectral vegetation index. A strong cor-
relation exists between leaf area and its utility as a tool for
estimating aboveground biomass [40, 48]. Local, national,
and international climate and environmental changes have
been evaluated using satellite-collected NDVI data. The
NDVI has been utilized in various agricultural applica-
tions, such as identifying alterations in land cover [31, 54],
estimating aboveground biomass [29, 52], calculating crop
phenological data, and predicting crop yield [39, 41]. Addi-
tionally, it was employed to monitor and analyze droughts
[38, 66] and uncover the consequences of global warming
[36, 53], soil erosion, and desertification [49, 74].

The relationship between vegetation alterations and cli-
mate change has been thoroughly examined by analyzing
NDVI time series data over the last 3 decades [71, 75]. Fur-
ther investigation into the quantitative relationship between
climate and NDVI would substantially enhance the util-
ity of NDVI in these domains. Remote sensing, namely
satellite-based rainfall observations, can provide sufficient
data with high spatiotemporal resolution across large areas,
particularly in locations where traditional rain gauge data
is limited [9, 24]. Satellite sensors cannot observe or detect
rainfall independently, and the connection between observa-
tions relies on one or more indirect factors [68, 70], resulting
in several limitations. One of the most notable drawbacks is
the presence of substantial uncertainty. One instance of a cur-
rent satellite observation data package connected to rainfall is
the Climate Hazards Group InfraRed Rainfall with Stations
(CHIRPS).

The CRIPS product complements daily precipitation data
for 30 years period from 1981 to today with a spatial resolu-
tion of 0.05 covering the quasi-global area. “Santa Barbara
ClimateHazards”was custom-made in collaborationwith the
“USGS-Earth Resources Observation and Science (EROS)”
unit and the “University of California,” located in Santa Bar-
bara. Patel et al. [51] explained in their article a detailed
discussion of the manufacture of CHIRPS. One of the advan-
tages is performing remote sensing techniques on satellites
to calibrate rainfall observations; this provides an alterna-
tive to using rain gauge data. Therefore, the accuracy level
of forecasting rainfall data will be enhanced [17]. More
than one study was undertaken in different locations, e.g.,
Huangpu District in Mainland China [11], Asir Province in
Saudi Arabia [42], southwestern North America, southeast-
ern Africa, Brazil [21], and Colombia [16]. Using CHIRPS
data always involves specific limitations, as theCHIRPS rain-
fall model uses infrared radiation statistics to construct the
indicators. The Chippewa species finds favor balanced in

tropical regions, however, they encounter troubles in tem-
perate zones. CHAPS enjoys more tremendous success in
humid environments than in areas with drier climates, such
as deserts and semi-arid regions. This corresponding factor
between monsoon entry and the best in optimal performance
zones is evident. Chirps’ outcomes are most likely to be
friendly from May to September rather than February to
August. The range of the rain detection system is limited.
The risk of a CHIRS event due to typhoon rains is relatively
low compared to other forms of precipitation.

Prior studies have examined the relationship between
changes in NDVI and meteorological conditions regarding
geographical or temporal relationships. Statistical regression
and correlation were commonly employed as the principal
empirical measures in most investigations to ascertain the
associations. Strong correlations exist between the (NDVI)
and precipitation in arid places [56, 72]. The relationship
between NDVI and eco-climatic predictions exhibits sig-
nificant variability contingent upon geographical location
and topographical characteristics. Variability in correlations
between NDVI and its independent variable is generated by
spatial changes in soil conditions or plant type [76]. The rela-
tionship between NDVI and local climatic variables, such as
temperature and rainfall, has been extensively studied and
confirmed across several spatiotemporal scales [23, 27]. Pre-
cipitation is a significant indicator of vegetation distribution
in transitioning fromhumid to arid or semi-arid environments
[33, 44]. Themajority of studies investigating the relationship
between vegetation and rainfall employ globally calibrated
linearmodels, such asOrdinaryLeast Squares" (OLS) regres-
sion techniques [34]. In these models, the (NDVI) is treated
as a variable representing rainfall.

It includes location-based parameters engagement
through which the model’s parameters are aligned to the
change in the location of the affected area. Thesemodels have
more accuracy toward the specific geographical area because
of their ability for the model to be locally adaptive. While
autocorrelation and variance heterogeneities remain major
stumbling blocks, local estimation models such as local-
ized OLS and Geographically Weighted Regression (GWR)
can be deployed to address non-stationarity and parameter
quantification flexibility for time-varying fluctuating regres-
sion model parameters. The GWR [12, 45], which is the
fold-back geography, has evolved and grown highly rec-
ognized among human geographers [13, 30] and ecologists
[26, 80] GWR addressing both residual correlation and non-
stationarity is thus qualified to adapt the exogenous variables
and the explanatory variables whereas capturing the inter-
active relationship between the variables. This particular
approach to regionalization can produce several significant
findings, including where there is a deviation from or a sig-
nificant deviation in the railway sector that otherwise may be
misrepresented in a pan-nationalmodel. TheGWRmodel has
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proven superior to ordinary linear regression (OLS) in land-
scape etiology. The AIC or the cross-validation scores (CV),
as well as other generally used error measures, give proof for
that conclusion. Regarding the application of remote sens-
ing [22, 73] within the local regression approaches, such an
exploration concerns the geographical correlations between
the satellite images and the climate indicators.

The study is carried out by analyzing geographical associ-
ations between NDVI and rainfall parameters obtained from
thewatershed catchment region in Saudi Arabia. The locality
is in the climatological transition zone, hence experiencing
severe disruptions. The belief surrounding the wide range
of the Gulf climate transition area, which runs from cold
semi-arid to hot arid climates, is supported by a research
article [3]. The transition zones, with their semi-arid nature
according to theKoppen classification system, aremarked by
unique living organisms and indicate dehydration of biolog-
ical systems, changing from a sub-humid to a desert climate.
Although researchers have been involved in studies elabo-
rating on the interaction between NDVI and climate at times
of transition in regions like North China [28, 78], research
has yet to be done comprehensively on the intricate relation-
ship between temperature, precipitation, humidity, and their
scale dependency and spatial stationarity regarding plant life
in theMakThe study howvegetation under the climatic influ-
ence in transition zones and other regions are critical as those
regions commonly experience substantial climatic variations
across geographic locations. Working thus, let us strive for
a crucial understanding of the intricacy of the relationships
between NDVI and precipitation in this zone.

Without a doubt, the main topics of this section are con-
sidered doubtless problems and are broadly discussed by
geostatistics experts who have long been engaged in this pro-
cess. Although the employment of local regression models
may still be a relatively new trend in ecological and envi-
ronmental scientific writing, the potential of this tool can
already be seen in many studies. Therefore, the value of the
studies in research by this group of authors differed from
the essence of discovering new approaches to analyzing geo-
graphical data. The research is valid as long as it is considered
from a wide angle of ecology and environmental science,
where holistic approaches to analyzing geographical data
are explored. This study intends to theorize about spatial
fluctuations of NDVI and rainfall in the Makkah watershed
from various seasons between 2000 and 2016. We will apply
these non-stationary modeling ways to reach the goal. 2000
precipitation was almost nothing, and 2016 was even wet,
culminating in differences. To achieve this goal, the data
gathered from multi-harvest cycles provides the spatial fluc-
tuation analysis across the time. An attempt was made to
categorize very progressive sites with changes in spatial rain-
fall by considering local regression in the neighboring area.
With the primary goal of providing a scientific base for the

problem areas that change in space–time, this study looks at
problem areas that are affected by these dynamics. These out-
comes give ecologists in the overview of climate change and
plant distribution in various regions a chance to revise their
specialized theories. The specialization theory applied pre-
viously may need a repeal for the newer version. The paper
presents noteworthy findings that can be briefly described
and then elaborated upon as follows:

• It is a new attention-based Bidirectional Gated Recurrent
Unit (BGRU) model employed in the NDVI component
forecasting.

• This study presents a unique hybrid optimization method
that is ideal for optimizing the parameters of a forecasting
model. The strategy uses a hybrid method to achieve this
goal, including the water wheel plant and the stochastic
fractal algorithm.

• Comparing the results of the proposed new model with
those of state-of-the-art models will help reveal a discrep-
ancy between the model’s output and the current state of
the art.

• In this context, fighting exploitation and corruption should
only be seen as the first step toward an overall economic
improvement that would become self-sufficient, thanks to
its development.

• The approach of amoratoriumon the exploitation ofArctic
resources, successfully for the stability and importance of
cavities, is examined by statistical analysis.

The remaining sections of the article are described below.
This experiment will give you a brief walkthrough of the
materials and methods used in this study in Sect. 2. The third
part is an in-depth description of the methodology andmodel
commonly used in this research. Section 4 is an open dis-
cussion of the learner’s achievements and the accompanying
assessments. In that regard, the last part of the text carries
out the summary remarks and prospective perspectives.

2 Literature review

Many decent facts are that NDVI forecasting could be used to
plan and control regional ecosystem repair and environmen-
tal management. Huang et al. [32] presented a CFM model
to be implemented in the YRB to forecast better the NDVI
prediction based on three individual forecasting models: the
MLR,ANN, and SVM. The entropyweightmethodwas used
in all models to assess the weight coefficient of each model
based on how much it could predict future trends. Results
showed that: (1) In the calibration period, ANN has the high-
est fitting ability, but the generalization ability of thismodel is
poor in the validation period; MLR does not apply to calibra-
tion and validation periods as it has the worst performance;
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CFM has the best performance in calibration period and has
the most stable result; (2) During calibration period CFM
typically outperforms individual models in performance, and
combining the strengths of eachmodelwhile reducing. Sherif
et al. [65] will show how deep learning networks based on
the long short-term memory (LSTM) model can be applied
to time-series analysis of the Normalized Difference Vege-
tation InstInstudy’sVIer the study interval from January 1,
1984, to April 21, 2023. As remote sensing techniques are
emerging and environmental data are growing tremendously,
LSTM—one of the most up-to-date analytics tools—helps
develop accurate interpretations and forecasts. Every grid
search optimizer helped to adjust hyperparameters for exem-
plary LSTM performance. The NDVI mean value over the
observation period is 0.0332, a relatively moderate value.
This value indicates the presence of moderate vegetation.
The statistical stationarity of data series obtained from the
Dickey–Fuller test explains the predictive validity of trend
watching. The LSTM model shows an improved predictive
ability, as judged by the results of the Root Mean Squared
Error (RMSE) computed for the training set 0.000764 and
the testing set 0.000900. Those R-squared values and corre-
lations make the model more assertive in explaining the data
variance. This research allows LSTM (long short-termmem-
ory) models to work with even larger data sets. It contributes
to environmental evaluation, tracking climate change, and
assimilating vegetation conditions. Moreover, whether the
framework holds for other satellite imagery indices or imple-
menting different neural network structures to obtain a more
precise prediction. The goal will be to determine the best
LSTM hyperparameters for NDVI prediction, considering
grid search optimization. The results will help outline the
LSTM model tuning avenue to improve NDVI prediction,
which will be a game changer in environmental management
decision-making.

NDVI is the prevailing criterion in monitoring the growth
of vegetation status, and the better prediction accuracy of
NDVI facilitates the expansion of regional ecology. There-
fore, [25] proposed a new SPI forecasting model using TSD
that blends CNN and LSTM. Two climate-related forecast-
ing models for natural disasters were designed to assess
the SD–CNN–LSTMmode model’s effectiveness and NDVI
reaction to climate factors. From those results, we can state
that the TSD–CNN–LSTM model is superior to all other
models in terms of the accuracy of ND’IND’Idiction and its’
metrics (RMSE, NSE, and MAE) that are 0.0573, 0.9616
and 0.0447, respectively. Besides, the TP-N (Temperature
& Precipitation-NDVI) indicated a more exclusive effect on
the T-N (Temperature-NDVI) and P-N (Precipitation-NDVI-
NDVI)modelswhere climate factors affectNDVI.TheNDVI
changes correlation analysis finds that temperature and pre-
cipitation are the key drivers. However, temperature always
stands at the forefront and has the most crucial impact. The

first of these reflections is essential as it provides reference
and guidance for studying vegetation development as cli-
mate change occurs. Rhif et al. [55] The aim is to determine
how two types of deep learning models, the long short-term
memory (LSTM) Network and the Bidirectional long short-
term memory (BiLSTM) Networks, affect the forecasting
of NDVI non-stationary time-series data. Conclusively, both
techniques are worthy of use in time series analyses and the
study of history and apply to all periods. Of note, among
all models, BiLSTM shows the best performance, with MSE
of 0.0013 and R of 0.93, thus giving it an absolute edge in
accuracy.

NDVI is an essential metric for monitoring climatic
change, women in freshwater, and progressive ecological
change to assemble spatial and regional phenology addi-
tion. However, historical and continually evolving data plays
an important role, unlike traditional neural networks, which
deal with only features. Cui et al. [15] propose a combined
SF-CNN forecasting model, which includes a merger of the
characteristics image trait extracted from CNN and statisti-
cal features calculated based on the historical data for the
prediction period at multiple areas of varied complexity to
enhance the accuracy of the following 3-month NDVI pre-
dictions made with 30-day intervals. The performance of
SF-CNNwas computed to highlight the intuitive comparison
between SF-CNN and CNN, which have been trained with
the same parameters. The findings revealed that (1) on the
visual analysis, the texture, pattern, and structure of predicted
NDVIusingSF-CNNhas a close resemblance to the observed
NDVI, and SF-CNN demonstrated its strong generaliza-
tion capability; (2) On the quantitative assessment, SF-CNN
mainly outperforms CNN, and with statistical data, it helps
to improve the reliability and robustness of predicting. The
decline in semi-arid lands often entails the weaknesses of
climate adversity and a challenge to humanity’s way of
life, which presents atrocious or shocking impacts in all
aspects. Vegetation parameters obtained by remote sensing
technology, like the (NDVI), are influential in studying and
predicting vegetal patterns in desertification-prone areas. By
doing so, a realistic NDVI time series could be generated
at each of the six desertification hotspots in the semi-arid
region of Brazil to observe how this vegetation develops
over time. Mutti et al. [47] used data on the NDVI param-
eter obtained from the MOD13A2 product of the Moderate
Resolution Imaging Spectroradiometer sensor, which are 16-
day composites containing the mean and variance of NDVI
for each hotspot in 2000–2018. In addition, this runoff was
measured using rain gauge stations as a portion of the given
models. Initially, for comparison, we performed the same
analysis with Holt-Winters models just like with Box–Jenk-
ins and Box–Jenkins–Tiao (BJT) models. Box–Jenkins, BJT,
and Holt–Winters methods got overall superior results, but
the last one, besides showing the lower level of accuracy,
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was the less applicable one. Nevertheless, no significant
improvement of the model having rainfall as an exogenous
variable occurred. Research modeling NDVI data showed
a correlation of 0.94 and a minimum average percentage
error (MAPE) of 5.1%. NDVI variance models achieved a
slightly worse performance, with a correlation up to at most
0.82 and a minimum absolute percentage error of 22.0%.
Then, we chose themost efficient models and combined their
mean–variancemodels andmean-NDVI to build a forecast of
the mean–variance diagram that reflects the vegetation state
dynamics. The bi-model systems were the best in showing
and distinguishing degraded and dry vegetation fromexpand-
ing and diverse vegetation during Sundering. The forecasts
of the seasonal periods for the near future are satisfactory,
which means such a model could be used as an operational
tool to monitor short-term vegetation states.

Remote sensing (RS) data is a phenomenon that iswitness-
ing rapid development.Getting data from theRS is seen as big
RS data, although this imposesmany challenges, such as data
storage, analysis, applications, andmethodologies. Rhif et al.
[55] proposes the processing technology of the (NDVI) time
series (TS),which is founded onbig data from remote sensing
(RS). In this case, a non-stationarity of NDVI time series is
modeled using an extensive data system,WT decomposition,
and LSTM neuron network. In the first phase, the MapRe-
duce algorithm was explored for assigning RS information
to TeTSU and extracting the NDVI TS data. Then, usingWT
for dissecting TS into parts was done. Next, after all, LSTM
was employed for future NDVI TS forecasting. Similarly,
our findings have shown plain LSTM,RNN, andWT-RNN in
isolation. The experiments have shown the following results:
The WT-LSTMmethod has been proven to be the method of
choice in NDVI TS forecasting, considering the two crucial
measures, the root mean square error (RMSE) and Pearson
correlation coefficient (R). Lastly, the big datamodel has been
evaluated as anoutcomeof our performance evaluations.Chi-
dodo et al. [14] aimed to assess if the normalized vegetation
index (NDVI) from the satellite-borne sensors provided valu-
able data for monitoring rodent infestation in semi-arid areas
of Tanzania. We assumed, thus, that the density of green
vegetation constituting the NDVI could suggest the level of
rainfall, which, in turn, contributes to rodent abundance in
space and time. By calculating NDVI using remote sensing,
awide range of habitat areaswith different vegetation types in
the Isimani landscape are investigated in the Iringa Region in
the southern highlands of Tanzania. The ratio between the red
channel (R) reflected energy (0.636–0.673 mm) and energy
reflected by the near-infrared channel (NIR) (0.851–0.879
mm) was used from the required multi-spectral satellite sen-
sor of Landsat 8 [Operational Land Imager (OLI)]. The
mouse was trapped in 144 parcels, 100 × 100 m each; the
mouse trapping period coincided with respective NDVI data
acquisitions. The morphometrical study of different forms

was done through transformation to NDVI for polygons over
the entire area of investigation. We determined that by link-
ing NDVI, these rodents’ spatial and temporal involvement
during the start of the drought, mid-season, and the end of
the rains. A linear regression model assessed the connec-
tion betweenNDVI abundance and seasonal rodent numbers.
The Pearson correlation coefficient (r) at p < 0.05 was con-
ducted to establish the relationship strength between native
rodent populations and the NDVI-predicted rodent in quan-
tities. The outcome showed a relatively linear solid relation
betweenNDVI and rodent populacewithin grids (R2= 0.71).
NDVI-predicted rodent abundance followed the pattern (r
= 0.99) as Estimated rodent abundance. These results cor-
roborate the supposition that NDVI may have the prospect
of estimating rodent populations in smallholder farms that
are predominantly agroecosystem-oriented. Consequently,
we can consider NDVI as a potential short-term rodent fore-
caster formegaplanting sites in contrast to predicting rainfall,
which is rare and not large-scale.

Adeniyi et al. [2]make a reliable cropyield estimate before
farm harvests becomes necessary for governmental policy
and decision-makers in actual agricultural production sys-
tems to keep up with the rapid increase in food grain demand
worldwide. Agricultural parameter forecasts based on the
Expressions index, built using satellite remote sensing data,
cover big spaces and deliver figurative and current crop data
from statistical analyses in extensive spaces. Tallying meth-
ods at different canopy stages have developed, and some are
already used for yield estimates. Still, there is no evidence
yet about their utility in this regard. This wheat yield pre-
diction algorithm was acquired by the forwarding process
of the ground truthing sampling kernel yield data and time
series spatial vegetation indices for 2013–2019. These spatial
vegetation indices derived from Landsat 8 image data: The
evaluation of which index, NDVI, and SAVI, should be used
in forecasting the wheat production at Karcag, Kunhegyes,
and Ecsegfalva villages during the planting period 2017 may
be done using the validation of the performance indicator.
The villages are located in the central part ofHungary’sGreat
Plain National Conservation Area. We reveal the best timing
of growing wheat during the ripening of the crop by utilizing
the Landsat 8 map with a modified vegetation environmental
index and another by-product map, a normalized vegetation
index. This indicates that the state of vegetation is highly
correlated with wheat output. The validation result of the
SAVI model has revealed that of all the models we have run,
the SAVI model has shown confidence and accuracy in stem
yield forecasting. The SAVI evaluation on the supply farm
performance in 2018/19 is approximately 6.00% and 4.41%,
while in 2018/19, it was 8.31% and 6.27%. The Nash–Sut-
cliffe efficiency,which showed that themodel fromSAVI and
NDVI (E1 = 0.99) and the model from SBI and SAR (E1 =
0.57), had a positive C1, was a positive attribute. Therefore,
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the method proceeds to monitor and validate the results of
its application, whose accuracy level falls within an accept-
able range of accuracy. For each country that partakes in this
effort, it is systematically vital tomatch crop prediction yield,
which should be efficient and cheap with the general need for
this all along. Shammi andMeng [64] demand national needs
by designing and running the original yield estimation mod-
els; they discover which ones will run on the R-based Google
Earth Engine (GEE) platform and cover the whole country.
Here, the researchers used merged crop phenology parame-
ters rather than the static indices. Soybean cropmodeled yield
measurements were taken into account to cater to separate
climatic regions: Central, East, Northeast, South, Southeast,
and West North Central in the USA. We quantified soybean
yields by expertly contingent NDVI parameters (VGM) with
VGM70 expressed as an example (avg.) In NDVI85 (the
average NDVI at SOC 70 days from emergence), VGM85
(the average VGM at SOC + 70 days will be), This study
assesses the efficacy of an NDVI (normalized different veg-
etation index), VGM98T (the total amount of NDVI after
98 days from the emergence), and VGM120 (the average of
NDVI after 120 days from the emergence) to support the
decision-making process of the agricultural best manage-
ment practices. For instance, the linear relationship between
NDVI, which denotes 2 months from plant emergence, and
VGMmean, an indicator adapted from the standard NDVI
subgroups, SPOT-VGT of the yearbook, shows how distinct
indicators are related. NDVI of the growth season), VGM-
max (maximum NDVI of the growth season), and climatic
factors (i.e., daytime surface temperature: The independent
variates were the nighttime surface temperature (NST), the
day length (DST), and precipitation (PPT) from 2000 to 2019
to analyze the data. Specific analysis was conducted to iso-
late individual predictors that can be used to appraise and
predict yield variability and a combination of such predic-
tors in diverse climatic regions globally. Therefore, the six
linear yield models are based on cropping data from differ-
ent climatic regions, and a comparison is made between the
SVMmodels. All the models showed a proper fit of the data,
and yet some variable parameters demonstrated NRMSE,
NMPE, and p-value records of less than 0.001. The impact
of the independent predictor in the best crop yield models
is discussed based on the regression weights (beta weight:
What is more, IMMax is undoubtedly the main factor that
explains the variation of crop yields under different climatic

zones modeling by the computer. The systematic approach
will also predict the trends (decreases or increases) in soy-
bean production without difficulties, allowing the regional
agricultural management system to make adequate plans and
steps well in advance.

Table 1 provides a comparative list of different methods
used to forecast NDVI, along with its merits and drawbacks.
They include the basic statistical models labeled as the new
and complex deep learning methods meant to improve the
accuracy of NDVI for various ecological and environmental
uses. Althoughmodels such as LSTM and BiLSTM aremore
accurate in time series analysis, they require heavy com-
putational resources and are sensitive to parameter tuning.
A disadvantage to implementing the more straightforward
regression-based models is that they lack robustness in
severe environmental conditions. The other models, such as
TSD–CNN–LSTM and SF-CNN, are more complex, incor-
porate several forms of data, and provide better predictive
functionality. Nevertheless, the primary selection criterion
regarding the model is the application area and field of its
application, as well as access to data and the required ratio
of accuracy and time consumption.

3 Material andmethods

This section provides an overview and analysis of the study
area and the methodologies used. The subsequent section
provides an overview of the Makkah region, which serves as
this research’s focal point of investigation. The subsequent
sections present and analyze the prediction models and opti-
mization algorithms.

3.1 Waterwheel plant optimization algorithm
(WWPA)

The waterwheel plant algorithm’s (WWPA) primary objec-
tive is to collectively explore potential solutions to a given
problem through a population-based iterative approach [1].
In the context of the WWPA, the “waterwheels” represent
individual entities within the population, each contributing
to the exploration of the solution space. These waterwheels
exhibit diverse values for the variables relevant to the prob-
lem, reflecting their distribution across the search area [5,
58].
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Table 1 Summary of NDVI
forecasting methods: advantages
and limitations

Reference Method Advantages Limitations

Huang et al. [32] CFM Model Combines strengths of
multiple forecasting
models (MLR, ANN,
SVM) for enhanced
prediction accuracy

Generalization issues
with ANN in the
validation period;
poor performance of
MLR during both
calibration and
validation

Sherif et al. [65] LSTM Model High predictive accuracy
with hyperparameter
optimization; effective for
long-term NDVI analysis
using time-series data

Requires substantial
computational
resources and large
datasets; performance
may vary depending
on data quality

Gao et al. [25] TSD–CNN–LSTM
Model

Superior accuracy in NDVI
prediction; captures
complex relationships
between temperature,
precipitation, and
vegetation

Complexity in model
design and parameter
tuning requires
significant
computational effort
and expertise

Rhif et al. [55] BiLSTM Model High accuracy for
non-stationary NDVI
time-series data,
effectively capturing
temporal patterns and
dependencies

Limited generalization
to unseen regions;
performance heavily
dependent on data
availability and
preprocessing
techniques

Cui et al. [15] SF-CNN Model Enhanced reliability and
robustness in predicting
NDVI by merging
statistical and image
features; strong
generalization capability

Complexity in
integrating statistical
features with image
traits requires
sophisticated
preprocessing and
parameter tuning

Mutti et al. [47] Holt-Winters,
Box-Jenkins

Effective for seasonal and
short-term NDVI
predictions; captures
vegetation dynamics in
arid regions

Limited long-term
forecasting ability; not
suitable for regions
with high rainfall
variability or extreme
climatic events

Rhif et al. [55] Big Data LSTM-WT
Model

Effective for large-scale
NDVI forecasting;
handles non-stationary
time-series data
efficiently

Computationally
intensive; requires
robust infrastructure
and advanced data
handling capabilities

Chidodo et al.
[14]

Regression and NDVI
Correlation

Simple and effective for
predicting rodent
population dynamics
based on NDVI; useful
for smallholder farming
systems

Limited applicability to
broader ecological
forecasting; dependent
on accurate rodent
population data and
seasonal trends

Adeniyi et al. [2] Crop Yield NDVI
Models

Useful for agricultural
management and yield
forecasting; integrates
climatic variables for
precise predictions

Model accuracy varies
across different
climatic zones and
requires
region-specific
calibration and
extensive validation
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Algorithm 1 WWPA algorithm
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The WWPA operates with vector-based solutions, where
the configuration of waterwheels can symbolically represent
each solution. Conceptually, the population of the WWPA
encompasses all waterwheels involved in the algorithm and
can be conceptualized as a matrix structure. At the outset of a
WWPAdeployment, thewaterwheelswithin the search space
are initialized with random values, representing their initial
placements within the solution landscape. This randomness
ensures the exploration of a wide range of potential solutions
from the onset of the algorithm, as shown in Algorithm 1.

L =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

L1
...

Li
...

LN

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

L1, 1 · · · L1, j · · · L1,m
...

. . .
...

. . .
...

Li , 1 · · · Li , j · · · Li ,m
...

. . .
...

. . .
...

LN , 1 · · · LN , j · · · LN ,M

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(1)

Li , j = lb j + ri , j .
(
ub j − lb j

)
,

i = 1, 2, . . . , N , j = 1, 2, . . . , m (2)

The variables and waterwheels are denoted by m and N ,
respectively. The j-th problem variable is represented by the
lower bound (lb j ) and the upper bound (ub j ). The population
matrix of waterwheel locations is designated as L. The i-th
waterwheel (a candidate solution) is indicated as Pi. The j-th
dimension of Li , j . The objective function of any waterwheel
capable of resolving a specific problem can be computed.
Research has demonstrated that a vector can effectively rep-
resent the values comprising the objective function of a given
problem [57].

H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

H1
...

Hi
...

HN

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

H(X1)
...

H(Xi )
...

H(XN )

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(3)

Let H represent a vector that encompasses all the values
of the objective function, and Hi denotes a close approxima-
tion of the i-thwaterwheel. The selection of optimal solutions
necessitates the initial evaluation of objective functions. Con-
sequently, the optimal candidate solution, often called the
best member, will exhibit the highest value in the objective
function. In contrast, the least favorable member would pos-
sess the lowest value. Due to the random movement of the
waterwheels throughout the search area during each iteration,
the optimal solution will gradually change over time.

4 Research field

The city of interest is situated in the Makkah Region of
western Saudi Arabia, namely in the center section of the
Hejaz Mountains, which are part of the Al-Sarawat Moun-
tains. This position is depicted in Fig. 1. In the region’s
central region, Makkah City encounters customary summer
temperatures reaching 40 °C and wintertime temperatures
reaching 30 °C. According to the census conducted by the
Central Department of Statistics and Information (CDSI), the
region’s population in 2023 is recorded as 2,150,000 indi-
viduals. Over the past 3 decades, Makkah has seen rapid
urbanization, resulting in diverse land use and cover types.
Makkah, the most sacred city in the Islamic world, garners
an annual influx of approximately threemillion pilgrimswho
undertake theHajj pilgrimage [4, 18].Makkah has significant
population growth due to both natural population growth and
internal and foreign migration, with many pilgrims choosing
to remain in the city after completing their pilgrimage [67,
77]. The increase in urban population can be attributed, in
part, to the migration of individuals from rural areas to urban
centers for employment or religious purposes.

The study region exhibits a climatic transition from semi-
arid to arid as one moves from south to north. The Saudi
Arabian Presidency ofMeteorology andEnvironment (PME)
maintains three weather stations in the study area. Figure 2
displays a pair plot visually representing the distribution of
attributes within the dataset that was accepted. During the
preceding 3 decades, the mean temperature has exhibited
fluctuations ranging from 12 to 44°, as documented by three
distinct monitoring sites.

The highlands of the region experience unpredictable pre-
cipitation due to the influence of southwest monsoons [43].
Extreme precipitation is observed within the watershed and
is being investigated for a limited duration of 2–4 months,
specifically from March to June. Conversely, the remaining
portion of the year has minimal levels of precipitation. The
region’s biodiversity has flourished due to the rocky topog-
raphy of the watershed. This watershed is of great historical
and cultural importance as it is one of the few remaining nat-
ural habitats for the Arabian leopard, a species classified as
critically endangered by the International Union for the Con-
servation of Nature (IUCN). The Afromontane, a constituent
of the examined watershed, has similarities in terms of its
phytogeographic characteristics. The forests and Juniperus
procera encircling the highland of the watershed are home to
numerous rare and atypical species and animals.

4.1 Stochastic fractal search

Fractal Search efficiently identifies the solution; however,
it has certain limitations that diminish its appeal. The pri-
mary concern lies in the absence of information exchange
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Fig. 1 The research focuses on the study area

among particles, necessitating the appropriate management
of numerous parameters, as illustrated in Fig. 3. The group
endeavors to expedite convergence toward the minimum by
facilitating knowledge sharing among all its members. Given
the importance of searching independently and the absence
of inter-person communication in FS, we have incorporated
a new step, the updating process, into our algorithm to
tackle this issue. Nevertheless, we have had to attain a trade-
off sandwiched between efficiency and accuracy due to the
dynamic nature of Fractal Search, which alters the number
of agents involved in the procedure. To tackle the concerns
above, we propose Stochastic Fractal Search (SFS), a modi-
fied version of Fractal Search [10, 69].

The primary components of the SFSmethod consist of two
distinct stages, namely the diffusing and updating phases.
Particles initially disperse around their current position,
reminiscent of Fractal Search, to meet the intensification
(exploitation) feature. This procedure increases the likeli-
hood of finding the global minimum and prevents being
trapped in the local minimum. The algorithm simulates the

process above to demonstrate how a node within the network
adapts its position in reaction to alterations in the positions
of neighboring nodes. We examine a static diffusion process
for SFS, which significantly increases the number of partici-
pating locations compared to the diffusing phase observed in
FS. This implies that our focus is solely on the optimal parti-
cle generated by the diffusion process while disregarding the
remaining particles. SFS utilizes several stochastic methods
to update procedures and conduct practical explorations of
the problem space. Therefore, updating the SFS finally leads
to the diversification of metaheuristic algorithms based on
exploration [37, 50].

This study investigates the potential of Levy flight and
Gaussian statistical approaches to generate extra particles
due to diffusion. Preliminary studies have indicated that
while Levy flight exhibits faster convergence compared to
the Gaussian walk within a few generations, the Gaussian
walk demonstrates better potential in detecting global min-
ima. These findings are based on independent investigations
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Fig. 2 Pair plot depicting the data from the adopted dataset

Fig. 3 The SFS algorithm
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that explore the utilization of Levy and Gaussian distribu-
tions. In contrast to the Levy flight distribution utilized in
Fractal Search, the DLA development process employed by
SFS utilizes a Gaussian distribution as a random walk. The
equations above serve to classify a category of Gaussian
walks that are involved in the process of diffusion.

In the given context, LB represents the lower constrained
vector, whereas UB represents the upper constrained vector.
Based on the stated equations, the variable epsilon is a ran-
domly generated number that follows a uniform distribution
between0 and1. Its range is continuous, spanning from0 to 1.
Once all points have been initialized, their fitness functions
are calculated to determine the optimal point (BP). In the
diffusion approach, the exploitation property asserts that all
points have thoroughly examined the immediate vicinity of
their present location to identify solutions to the given chal-
lenge. Due to the exploration feature, two statistical methods
are also being considered, both aimed at enhancing space
exploration. The initial statistical technique is applied to each
vector index, followed by applying the second procedure to
the complete dataset. At the commencement of the initial sta-
tistical procedure, the data points are ranked based on their
respective values inside the fitness function. Next, a proba-
bility value is assigned to the point i in the group based on
the simple uniform distribution equation.

Pai = rank(Pi )

N
(4)

In this context, N is the whole number of points in the set,
while rank (Pi ) signifies the position of Pi inside that set.
Equation (15) posits that there exists a positive correlation
between the quality of a point and its likelihood. Points that
have not found a viable solution are more likely to progress
through this equation. On the contrary, effective strategies
are more likely to be passed down to subsequent generations.
The modification of the jth component of Pi is determined
by Eq. (16), regardless of if the condition Pai < ε is satisfied
for a specific set of points Pi .

4.2 Bidirectional gated recurrent unit

The present study employs the bidirectional gated recurrent
unit (BiGRU) to replicate the first scenario. Residual neu-
ral networks (RNNs) are widely recognized deep learning
models that process sequential data. However, it has been
observed that RNNs can be affected by difficulties such as
vanishing gradient and expanding gradient [6, 7, 19]. Con-
sequently, recurrent neural networks (RNNs) cannot capture
persistent dependencies. Various specialized recurrent neu-
ral network (RNN) architectures, including LSTM andGRU,
have been developed to tackle these challenges. The LSTM

Fig. 4 The architecture of gated recurrent unit (GRU)

citezWR38model introduces the concept of preserving long-
term dependencies through input, forget, and output gates.
GRU [6, 7, 20, 59, 60] has a lower input need than LSTM.
Consequently, it can be acquired at a faster rate than LSTM.
Furthermore, GRU necessitates just two gates, namely “up-
date and reset,” instead of LSTM’s four gates. The primary
function of the reset gate is to determine the appropriate
method for integrating the present input with the previously
stored data. The update gate regulates the amount of histori-
cal memory that needs to be retained. Here are four equations
that represent the GRU cell depicted in Fig. 4.

Updategate(zt ) = σ(Wzht−1 +UzXt ) (5)

Resetgate(rt ) = σ(Wrht−1 +UrXt ) (6)

Newstate(ht ) = (zt ◦ ct ) + ((1 − zt ) ◦ ht−1) (7)

Cellstate(ct ) = tanh(Wc(rt ◦ ht−1) +UcXt ) (8)

The input vector is represented as Xt at time t, while the
sigmoid function is r . The state vectors ht and ht−1 are con-
sidered to be secretive. The parameter matrices represent the
reset gate, update gate, and current cell state Wr, Wz, and
Wc, respectively. These matrices are all linked to the hidden
state vector ht−1. The parameter matrices representing the
reset gate, update gate, and current cell state are commonly
referred to as Ur, Uz, and Uc, respectively. These matrices
are all linked to the input vector Xt . When considering the
case of circ, it is necessary to perform element-wise matrix
multiplication, resulting in the transformation of the state ht
to represent the final output vector.

When generating forecasts for a time series, the traditional
Gaussian Random Unit (GRU) model examines the values
observed at preceding time intervals. BGRU demonstrates its
effectiveness in tasks such as missing data prediction, appro-
priate text representation, and speech recognition, mainly
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Fig. 5 Architecture of the bidirectional gated recurrent unit

when both the previous and following values are available.
Figure 5 provides a comprehensive depiction of the generic
architecture of BGRU. The BGRU is a novel architecture
that integrates two layers of GRU, each functioning in oppo-
site directions. One layer retains the forward hidden states,
while another retains the reverse hidden states. Forward pass
processing is conducted by BGRU on an input sequence in
the construct of. . . , Xt−n , . . . , Xt−2, Xt−1, Xt for the time
steps.. . . , t , t −n, . . . , t −2, t −1, t , and performs reversal
pass processing on the input sequence for the time steps t ,
t−1, t−2, . . . , t−3, . . .After completing both forward and
backward passes, the concealed states are consolidated into
a unified set. A densely connected layer subsequently ana-
lyzes the final hidden states to produce the seen sequence. . . ,
yt−n , . . . , yt−2, yt−1, yt .

4.3 Attention layer

The accuracy of NDVI predictions is influenced by many
variables beyond a limited number. Hence, prioritizing the
development of efficient vectors is crucial. In the bidi-
rectional GRU layer 2, the attention layer is utilized to
assign a weight to each hidden state (ht ) at time step
(t). With 18-time steps, the variable (t) can be defined
as a positive integer ranging from 1 to 18. Regarding
the output sequence (h1, h2, . . . , h18), a weighting vector
(α = α1, α2, . . . , α18) is generated. A weighted sum of the
eighteen states is then used to expand the attention vector
(s).

s =
N∑
t=1

αt ht (9)

here αt denotes the weighting factors optimized using the
proposedWWPAFSF optimization algorithm. The fully con-
nected layer generates the final MDVI prediction result,

Fig. 6 Attention layer structure

which gets the outputs from the attention layer, as shown
in Fig. 6.

5 The proposedmethodology

Figure 7 illustrates the framework of the proposed method-
ology. The diagram shows that the methodology commences
with data preprocessing,which involves cleansing the dataset
and eliminating null values. The subsequent stage involves
utilizing a novel algorithm known as the binary waterwheel
plant algorithm with statistical fractal search (bWWPASFS)
for feature selection.

In the attention-based bidirectional gated recurrentmodel,
the shortlisted set of attributes is then transformed into vec-
tors and fed into themodel. TheWWPASFSalgorithm,which
we proposed, was used to set the parameters of this model.
The last layer is composed of a fully connected layer to obtain
the final predicted value. The successive paragraphs will give
an insight into the feature selection and optimization algo-
rithms I am proposing.

5.1 The proposed hybridWWPASFS optimization
algorithm

The algorithmproposed therein emphasizes, to a large extent,
the exploration–exploitation tradeoff, an inherent attribute
identified as a standard feature in the present bestmetaheuris-
tic optimization algorithms. Exploration is carried out in the
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Fig. 7 The structure of the suggested approach

WWPASFS to discover new and much more capable solu-
tions, while exploitation is based on working on the most
capable solutions and improving them.

Unlike similar institutions,WWPASFS is based on a novel
concept that accomplishes this balanced condition. To make
the algorithm more varied, the “Waterwheel Plant” helps to
open a new space to explore like awaterwheel plant. The sim-
ulation engineers the software choice toward the untested
zones inside the search space. As the algorithm can spot
global extremes and eliminate blockages in local ones, it
will be able to identify global optimums. On the other hand,
a section of the algorithm named "Stochastic Fractal Search"
covers the exploration of the system. It uses the mathematics
of fractal theory on improvement and the reception multipli-
cation methods best explored through research studies. Such
a process allows the WWPASFS engineers to improve the
quality levels. Collectively, their use makes typical explo-
ration and exploitation strategies be viewed adaptively during
the solving part. To succeed in such optimization prob-
lems related to extreme scenarios and environments that can
change continuously, it is essential to be adaptable. The goals
ofWWPASFS are clearly to identify suitable solutions in any
case, whether it is engine design or machine learning model

tuning, through a detailed description of the exploitation and
exploration strategies used.

5.2 BinaryWWPASFS for feature selection

Feature selection is generally recognized as amulti-objective
optimization problem targeted at minimizing the total num-
ber of selected features andupgrading the accuracyof the data
model at the same time [35]. The success of precision data
modeling heavily relies upon the resolution of this challenge.
The transfer function is used to handle the feature selection
problem, which, in the form of probabilities (1 or 0), indi-
cates whether the vector should be included or not for each
element. Thus, a set of features is created. The magnitude of
the vector increases directly with an increase in the number
of columns and rows in the data. The equation represents
the conversion from Sigmoid to binary values: The equation
represents the conversion from Sigmoid to binary values:

X (t+1) =
{
1 if Sigmoid(Xbest) ≥ .5
0 otherwise

,

Sigmoid(XBest) = 1
1+e−10(XBest−.5)

(10)
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hereXbest represents the optimal value at time step t. The sig-
moid function is employed to convert the continuous values
generated by the equations into binary numbers 0 and 1. The
proposed binaryWWPASFSmethod is detailed inAlgorithm
2.

Algorithm 2 bWWPASFS

6 Experimental results

This section presents and analyzes the results of the exper-
iments. The findings derived from the proposed feature
selection approach are initially examined, followed by the
presentation and analysis of the prediction outcomes.

6.1 Feature selection results

The feature selection results given in Table 2 give us impor-
tant information about how each optimization algorithm,
such as bWWPASFS, bPSO, bWAO, bBBO, bMVO, bSBO,
bFA, and bGA, works. These algorithms show distinct devia-
tions of metrics like average select size, best fitness, average
error, average fitness, and standard deviation of fitness.

The bPSO (binary particle swarm optimization) was ini-
tially developed based on the social behavior of moving
objects like bird flocks or shoals of fish but optimized for
binary spaces. In this light, particles modify their positions
based on personal experience and the experience of other
adjacent particles, making bPSO useful for feature selection.
The bWAO is similar to the Whale Optimization Algo-
rithm since it mimics the bubble-net hunting technique of
humpback whales, hence a spiral-shaped path to modify the
candidate solutions located in binary space. This method
offers the right content for exploration and exploitation com-
pared to other methods. The bBBO (binary Biogeography

Optimization) algorithm derives its basis in various aspects
of speciesmigration between divergent geographical regions.
This is why, in binary optimization, this approach employs a
so-called habitat suitability index to navigate feature migra-
tion and is particularly suitable for selecting optimal features.

The bMVO (binary Multiverse Optimization) is inspired
by the multiverse theory, where characteristics are searched
and exchanged among several universes according to the bal-
ancebetween exploration and exploitation.ThebSBO(binary
Satin Bowerbird Optimizer) models apply the feature selec-
tion after satin bowerbirds’ competitive and attractive behav-
ior, where these birds build beautiful structures to attract
females for mating. This competition and attraction lead
the algorithm to look for the best combination of features.
The bFA (binary Firefly Algorithm) is a metaheuristic opti-
mization algorithm developed based on the fireflies’ flashing
characteristics in which the fireflies’ brightness is propor-
tional to the fitness of the solutions. In a binary space of
features, fireflies are attracted to brighter (better) solutions,
thus adapting the functionality of feature selection. Last but
not least, bGA (binary Genetic Algorithm), based on natu-
ral selection, crossover and mutation, applies evolutionary
computation to evolve a population of solutions for many
generations to optimize the subset of the feature set in binary
form. Altogether, these algorithms offer various strategies
for selecting binary features about two-objective optimiza-
tion tasks, each based on natural behaviors or phenomena.

bSBO has the largest mean select size, 1.111, demon-
strating a more widespread search for solutions, while
bWWPASFS has the lowest, 0.721, showing a more tar-
geted selection process.As for the best fitness, bGA indicates
optimal solutions by achieving the lowest value of 0.782 com-
pared to bWWPASFS, which is a little bit higher at 0.73.
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Table 2 Feature selection results
bWWPASFS bPSO bWAO bBBO bMVO bSBO bFA bGA

Average select size 0.721 0.941 1.104 1.105 1.038 1.111 0.976 0.883

Best fitness 0.730 0.846 0.838 0.861 0.821 0.849 0.837 0.782

Average error 0.768 0.839 0.839 0.807 0.816 0.848 0.838 0.819

Average fitness 0.771 0.866 0.874 0.872 0.896 0.906 0.918 0.879

Std. fitness 0.653 0.678 0.680 0.723 0.729 0.739 0.715 0.680

Average select size 0.721 0.941 1.104 1.105 1.038 1.111 0.976 0.883

Fig. 8 Comparative bar plot of feature selection results

The average error metric reveals differences in solution accu-
racy, bBBO having the lowest error at 0.807, followed bFA
at 0.838. On the contrary, bPSO has a considerably higher
0.839 rate of error. It must be mentioned that bFA has the
highest average fitness at 0.918 compared to bWWPASFS
which shows the lowest average fitness at 0.771.

This makes bFA superior at generating solutions of supe-
rior quality. Moreover, the standard deviation of fitness
represents variability in solution consistency, and it is with
bSBO that the highest variability is observed at 0.739, mean-
ing that the solution quality can fluctuate the most, and
bWWPASFS, on the other hand, exhibits the lower variability
of 0.653. This comprehensive evaluation assists researchers
in evaluating the strengths and weaknesses of the algorithms,

and thus, they make informed decisions on which algorithm
to use.

A bar plot in Fig. 8 compares features selected by various
optimization algorithms. The results demonstrate that sev-
eral methods, such as bWWPASFS, bPSO, bWAO, bBBO,
bMVO, bSBO, bFA, and bGA, behave in terms of other met-
rics also important in feature selection in the prediction of
NDVI. These measures include Average Select Size, Best
Fitness, Average Error, Average Fitness and the standard
deviation of fitness.

The bWWPASFS approach shows one of the best over-
all performances, especially regarding ab ‘Avg Select Size’.
However, it is represented by a relatively small value, mean-
ing that this approach requires fewer characteristics to define
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Fig. 9 Trend plot of feature selection results

valuable features than other methods. However, methods like
bWAO and bBBO exhibit larger average select sizes, mainly
because they include more features that might cause overfit-
ting. Regarding the best fitness, bPSO and bSBO methods
are slightly better than others but at the cost of an average
select size.

The bar plot also underlines the similarity, which shows
that although there is high average fitness, low standard devi-
ation and bMVO and bSBO methods are slightly better than
bSMA, they have a more significant average error, which can
declare the prediction variability. This comparison implies
that bWWPASFS outcompeted both the random and greedy
methods; it exports a thriving balance between omitting
errors and maximizing fitness, which makes it an acceptable
approach for selecting features when making NDVI predic-
tions.

Figure 9 shows the trend plot of feature selection results
of bWWPASFS, bPSO, bWAO, bBBO, bMVO, bSBO, bFA,
and bGA optimization algorithms, where performance fluc-
tuation can be seen. The plot shows AVG Select Size, Best
Fitness, AVG Error, AVG Fitness and Standard Deviation of
Fitness, which describes how these values change within the
methods.

This plot suggests that the performance of bWWPASFS
remains resilient regarding the trade-off between the size of
the select set and fitness levels. However, algorithms like
bWAO and bBBO have a comparatively larger select size,
and their values are not consistently diminishing, similar
to wrapper’s, which shows a more complex feature trail
where featuresmay be selected, leading to overfitting in some
instances. Further, a comparison of bSBO and bPSO shows
that both methods performed competitively concerning fit-
ness, though the average error is slightly higher.

The overall pattern depicted in the trend plot supports
this argument. It points out that bWWPASFS is less focused
on feature selection since it strikes a relatively good bal-
ance, thus making it better suited for applications requiring
precise NDVI estimates. For all the metrics, its trend lines
are smooth, reinforcing the program’s credibility and perfor-
mance in different ecological prediction challenges.

Table 3 also serves as an expanded analysis of the results
when combined optimization approaches, namely bWW-
PASFS, bPSO, bWAO, bBBO, bMVO, bSBO, bFA, and
bGA, are employed. This table presents several attributes,
such as the standard error of the mean, standard deviation,
mean, minimum, maximum, and median. The standard error
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Table 3 The accomplished
results statistical analysis bWWPASFS bPSO bWAO bBBO bMVO bSBO bFA bGA

Std. error of mean 0.002 0.002 0.002 0.017 0.001 0.002 0.003 0.002

Std. deviation 0.006 0.007 0.006 0.053 0.005 0.008 0.011 0.008

Mean 0.766 0.838 0.838 0.825 0.816 0.846 0.834 0.821

Maximum 0.768 0.849 0.849 0.975 0.826 0.858 0.848 0.839

Minimum 0.748 0.819 0.827 0.808 0.806 0.828 0.812 0.809

Median 0.768 0.839 0.839 0.808 0.816 0.848 0.838 0.819

Table 4 Wilcoxon signed rank test for future selection results

bWWPASFS bPSO bWAO bBBO bMVO bSBO bFA bGA

Theoretical median 0 0 0 0 0 0 0 0

Actual median 0.768 0.839 0.839 0.808 0.816 0.848 0.838 0.819

Sum of negative ranks 0 0 0 0 0 0 0 0

Sum of signed ranks (W) 55 55 55 55 55 55 55 55

Number of values 10 10 10 10 10 10 10 10

p value (two tailed) 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002

Exact or estimate? Exact Exact Exact Exact Exact Exact Exact Exact

Sum of positive ranks 55 55 55 55 55 55 55 55

Significant (alpha = 0.05)? Yes Yes Yes Yes Yes Yes Yes Yes

Discrepancy 0.768 0.839 0.839 0.808 0.816 0.848 0.838 0.819

Fig. 10 Average error by intended feature selection technique evaluated
with other methods

range of the mean (0.001–0.017) reflects the degree of accu-
racy of the sample and precision, as the smaller standard error
translates to greater precision. The standard deviation goes
from0.006 to 0.053 and thus represents howdata pointsmove
around the mean, pointing at the dispersion in outcomes. It
is worth mentioning that bBBO is given the highest standard
deviation, which means it can be called variability at a high
level.Means, with 0.766 on the lower bound and 0.846 on the
upper, are easy-to-understand performance metrics, whereas
they provide measures of central tendency.

The ANOVA test (Analysis of Variance) is the statisti-
cal method to verify whether the difference in means exists
across multiple groups [79]. It gives the basic metrics since
it includes the sum of squares, degrees of freedom, the mean
sum of squares, F-statistic (the numerous and the denomina-
tor degrees of freedom) and the p-value. A value of 0.44 is
obtained by squaring the sum sign, where seven is the num-
ber of the treatment group degrees of freedom minus one.
This expression for the mean square treatment effect is given
as 0.00623. With the F-statistic for treatment effect, which
is exactly 15.76 but the p-value is less than 0.0001, there
is much compelling evidence that supports the rejection of
the null hypothesis that there is no treatment effect. How-
ever, the “Residual” part captures the variation in yields of
72 crops not explained by the treatments since the mean sum
of squares of residuals is only 0.003953.

Table 4 gives an extensive statistical analysis of the results
obtained using the flowchart bWWPASFS, bPSO, bWAO,
bBBO, bMVO, bSBO, bFA, and bGA as the optimization
algorithms. The table furnishes precise information about
theoretical and actualmedians, the sumof ranks,p-values and
significance levels. The theoretical median, uniformly set to
zero, serves as a base for comparisons against the observed
actual medians, between 0.768 and 0.848 as per the algo-
rithms. Additionally, upset and positive ranks count at 0 as
well, demonstrating an even dispersion from the theoretical
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Table 5 NDVI forecasting utilizing the training dataset results

MSE RMSE MAE R2 RRMSE Correlation MBE

Attention bidirectional GRU 0.001 0.026 0.019 0.884 0.135 0.941 − 0.002

Bidirectional GRU 0.001 0.026 0.019 0.886 0.134 0.941 0.001

Stacked GRU 0.001 0.026 0.019 0.881 0.136 0.941 0.005

Table 6 NDVI forecasting utilizing the testing dataset Results

MSE RMSE MAE R2 RRMSE Correlation MBE

Attention bidirectional GRU 0.000 0.010 0.007 0.910 0.048 0.954 0.000

bidirectional GRU 0.000 0.010 0.007 0.908 0.048 0.955 0.002

Stacked GRU 0.000 0.012 0.009 0.873 0.056 0.954 0.006

Table 7 RMSE results in
statistical analysis for proposed
model

WWPASFS PSO WAO BBO MVO SBO FA GA

Number of
values

10 10 10 10 10 10 10 10

Std. error
of mean

0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001

Minimum 0.00011 0.00040 0.00051 0.00052 0.00061 0.00062 0.00070 0.00084

% Per-
centile

0.00017 0.00049 0.00055 0.00057 0.00062 0.00069 0.00073 0.00091

Std.
deviation

0.00003 0.00003 0.00004 0.00004 0.00003 0.00003 0.00004 0.00004

Median 0.00017 0.00049 0.00055 0.00058 0.00062 0.00070 0.00073 0.00092

Maximum 0.00023 0.00053 0.00068 0.00069 0.00072 0.00074 0.00085 0.00099

Range 0.00012 0.00013 0.00016 0.00017 0.00011 0.00012 0.00015 0.00015

% Per-
centile

0.00017 0.00049 0.00055 0.00058 0.00062 0.00070 0.00074 0.00093

Mean 0.00017 0.00048 0.00056 0.00058 0.00063 0.00069 0.00075 0.00092

mean. The presence of a constant summation of signed ranks
(W ) for all algorithms at 55 signifies the matching trend of
rank assignments.

6.2 NDVI prediction results

Figure 10 shows that the suggested feature selection approach
is in the middle of the box plot without alternative meth-
ods. By displaying an average error across several feature
selection approaches, the graph contributes significantly to
obtaining insights into the predictive ability of each tech-
nique. Analyzing an average error makes it possible for
researchers to look at the level of correctness and reliabil-
ity of NDVI predictions, which are generated by different
feature selection methods. The juxtaposition of images in
this figure renders a holistic evaluation concerning the actual
performance of the proposed approach compared to other
techniques, ultimately helping researchers to choose themost

Fig. 11 Heatmap of performance metrics for various optimization algo-
rithms in NDVI Prediction

appropriate feature selection method for NDVI prediction
tasks.
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Fig. 12 Parallel coordinates plot
of model comparison

Table 5 presents NDVI validation results, containing the
performancemetrics such asmean squared error (MSE), root
mean squared error (RMSE), mean absolute error (MAE),
R-squared (R2) coefficient, relative RMSE (RRMSE), cor-
relation coefficient, and mean bias error (MBE) measured
on the validation dataset. The Attention Bidirectional GRU
model reveals anMSE of 0.001, which implies the difference
between predicted and real NDVI squared, and simultane-
ously presents the RMSE, MAE, and R2 values of 0.026,
0.019, and 0.884, respectively; these values demonstrate the
accuracy and quality of fit. In like manner, the Bidirec-
tional GRU and Stacked GRU models show almost equal
performance, with their results being close to the Attention
Bidirectional GRUmodel. Publicized RMSE values of 0.135
signify absolute error in proportion to the average NDVI
range, and the highest r coefficients (approximately equal
to 0.941) demonstrate linear solid relationships between pre-
dicted and actual value for every model. Furthermore, the
models’ unbiased predictions, as shown by MBE values
within a narrow range close to zero (− 0.002 to 0.005), also
confirm the models’ accuracy.

NDVI prediction results are provided in Table 6. The cal-
culation metrics include MSE, RMSE, MAE, R2, Relative
RMSE (RRMSE), Correlation coefficient, and Mean Bias
Error (MBE) obtained from the test dataset. The model with
Attention to Bidirectional GRU takes an averageMSE and an
RMSEof 0 and 0.10,which illustrates the accuracy verywell.
Other than that, the MAE, which is 0.007, is another metric
for the average absolute difference between the predicted and
actual NDVI values. The R2 value of 0.910 for the model
indicates a high degree of variance (Residual) explained by
the model. In the same way, the GRU model shows the same
level of performance as the bidirectional GR model with an

MSE, RMSE, MAE, and R2 value, which fluctuates with the
corresponding values of the bidirectional GRU model. The
Stacked GRU model slightly increases the RMSE and MAE
values, demonstrating that themodel has a slightly lower pre-
dictive accuracy than the other models. However, all models
display strong correlations (around 0.954) between predicted
and actual NDVI values, indicating robust predictive capa-
bilities.

Table 7 presents the statistical analysis of the achieved
Root Mean Squared Error (RMSE) results utilizing the pro-
posed optimized attention-based GRU model across various
optimization algorithms, includingWWPASFS, PSO,WAO,
BBO, MVO, SBO, FA, and GA. The table includes metrics
such as the number of values and standard error of the mean,
minimum, percentile, standard deviation,median,maximum,
range, and mean RMSE values. This table highlights that
the WWPASFS reduces the RMSE from 0.010 to 0.00011,
demonstrating a significant enhancement in prediction accu-
racy compared to other optimizers.

The heatmap in Fig. 11 visually represents the perfor-
mance metrics for various optimization algorithms applied
to NDVI prediction. The algorithms, including WWPASFS,
PSO, WAO, BBO, MVO, SBO, FA, and GA, are compared
based on metrics such as MSE, RMSE, MAE, MBE, R,
R2, NSE, and WI. Darker shades in the heatmap indicate
better performance, helping to quickly distinguish which
algorithms achieve superior results across multiple criteria.
The heatmap highlights that bWWPASFS consistently per-
forms better across most metrics, indicating its effectiveness
in NDVI prediction tasks. This visualization provides an
intuitive understanding of how each model ranks regarding
accuracy and error reduction.
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Fig. 13 Scatter matrix plot of model comparison

Figure 12 shows the parallel coordinate plot comprehen-
sively comparingmodel performance acrossmultiplemetrics
simultaneously. Each line represents an optimization algo-
rithm, plotting each metric as a vertical axis. This figure is
particularly useful for visualizing how each model performs
relative to others across all metrics in one cohesive plot. The
WWPASFS model shows a balanced performance across all
axes, while other models display more variability, indicating
trade-offs in performance. The parallel plot effectively cap-
tures the multidimensional performance landscape, offering

a holistic view of how eachmodel alignswith specific criteria
in NDVI forecasting.

The scatter matrix plot in Fig. 13 is designed to com-
pare the relationships between different performance metrics
for various optimization algorithms. Each cell in the matrix
presents a scatter plot between two metrics, allowing for
quick identification of correlations, outliers, and clusters
within the data. This plot aids in understanding how metrics
interactwith each other across differentmodels. For instance,
the close clustering of points forWWPASFS in specific plots
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Table 8 Wilcoxon signed rank test results

WWPASFS PSO WAO BBO MVO SBO FA GA

Sum of positive
ranks

55 55 55 55 55 55 55 55

p value (two tailed) 0.002 0.002 0.002 0.002 0.002 0.002 0.002 0.002

Actual median 0.0002 0.0005 0.0006 0.0006 0.0006 0.0007 0.0007 0.0009

Exact or estimate? Exact Exact Exact Exact Exact Exact Exact Exact

Sum of signed ranks
(W)

55 55 55 55 55 55 55 55

Significant (alpha =
0.05)?

Significant Significant Significant Significant Significant Significant Significant Significant

Discrepancy 0.0002 0.0005 0.0006 0.0006 0.0006 0.0007 0.0007 0.0009

Fig. 14 The RMSE of the NDVI prediction using the proposed opti-
mized attention-based GRU

indicates its consistent performance and minimal variance.
The scatter matrix also highlights which models may face
challenges due to high variability or poor alignment between
specific metrics, providing deeper insights into the trade-offs
in model selection.

The ANOVA (analysis of variance) test, one of the
statistical methods for measuring the means of different
groups, showed us that the proposed feature selectionmethod
presents some significant findings. The “Treatment” section
appears statistically insignificant in the results, with SD =
0.0045928 and a small sum of squares at 0.000003 and 7
degrees of freedom. The values for the terms are F = 344.4,
which is substantial, while p < 0.0001 indicates a signifi-
cant treatment effect, but in the column “Residual,” the sum
of squares is 9.842 × 10–08 and has 72 degrees of free-
dom. Thus, the general strategy in the “Total” line not only
involves the effect of the treatment and variability of residual
but also comprises the total sum of squares of 0.000003 and
the corresponding degrees of freedom of 79.

Table 8 summarizes the outcomes of the Wilcoxon signed
rank test [8], a nonparametric method for comparing paired
samples across various optimization algorithms such as
WWPASFS, PSO, WAO, BBO, MVO, SBO, FA, and GA.
The table presents critical metrics, including the sum of
positive ranks, two-tailed p-values, actual medians, exact or

Fig. 15 Histogram of the
(RMSE) accomplished using the
proposed model
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Fig. 16 Q–Q plot of model comparison metrics

estimated nature of results, the sum of signed ranks, sig-
nificance level (alpha = 0.05), and discrepancies between
observed and expected medians. Notably, all optimization
algorithms exhibit a consistent sum of positive ranks at 55,
indicating total ranks of positive differences between paired
samples. The lowp-values of 0.002 for each algorithmsignify
significant evidence against the null hypothesis, implying dif-
ferences between paired samples.Actualmedians range from
0.0002 to 0.0009, depicting observedmedians for differences
between paired samples across algorithms. Also, the precise

results are utterly for all algorithms that verify the robustness
of the outcomes. The alpha value is confirmed at a signifi-
cance level of 95% for all the optimization methods. This
demonstrates the statistical importance of group differences.
The differences caused by the reality and the theory median
give a message about the scope of divergence from the null
hypothesis. Primarily, this table evaluates the statistical sig-
nificance of variations found in the paired data extracted from
different optimization algorithms, providing directions for
selecting the best algorithm.
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Figure 14 shows the RMSE of the coronal mass ejection
(CME) predictions conducted using the proposed optimized
attention-based Gated Recurrent Unit (GRU) model. This
visualizes the range of RMSE for predicting NDVI values
and would give the model’s accuracy in predicting NDVI
values in different scenarios or datasets. With the help of this
figure, scientists can track the RMSE level change. Hence,
they may be able to conclude on the weak areas that need
improvement or optimization. In general, as an excellent tool
for its assessment,

Figure 15 shows the histogram of RMSE obtained for the
Gated Recurrent Unit optimized attention-based model. It
shows the distribution of RMSE values, helping researchers
see the degree and frequency of analysis errors generated
by the model. The histogram also shows the distribution of
RMSE magnitudes, indicating the central tendency, reliabil-
ity, and other factors like outliers or skewed distributions.

As shown in Fig. 16, the Q–Q (Quantile–Quantile) plot
provides a graphical method for comparing the distribution
ofmodel comparisonmetrics against a theoretical normal dis-
tribution. In this plot, the points represent the metrics from
different optimization algorithms. The closer the points align
with the 45° reference line, the more customarily distributed
the data is, indicating the consistent performance of the mod-
els relative to expected theoretical distributions. Deviations
from this line suggest outliers or skewness in the metrics,
which could highlight instability or inconsistencies in model
performance. The Q–Q plot is handy for assessing whether
the performance metrics adhere to normality assumptions,
providing insights into the reliability and robustness of each
optimization algorithm in NDVI prediction tasks.

The experimental results presented in this section com-
prehensively evaluate various optimization algorithms used
for feature selection and NDVI prediction. The analysis
demonstrates that each algorithm offers unique strengths and
weaknesses depending on the performance metric in focus.
Notably, theWWPASFS algorithm consistently outperforms
others by achieving a balanced trade-off between accuracy,
feature select size, and fitness stability, making it a suit-
able choice for precise NDVI predictions. The comparative
assessments, through bar plots, trend plots, heatmaps, and
Q–Q plots, reveal critical insights into how different algo-
rithms handle the inherent complexity of NDVI prediction
tasks. Additionally, statistical analyses, including ANOVA
and Wilcoxon tests, further validate the reliability and sig-
nificance of the results, highlighting the robustness of the
proposed models. These findings emphasize the importance
of selecting the right algorithm based on the specific require-
ments of the task, whether it is minimizing error, optimizing
fitness, or ensuring consistent performance. Overall, this
section underscores the efficacy of the hybrid optimization
approach in advancing NDVI prediction accuracy, paving

the way for improved environmental monitoring and man-
agement strategies.

7 Conclusion

The goal of the research is to improve NDVI prediction
accuracy NDVI. It has extended its wide application in
plant health analysis and is the most important indicator for
regional ecology development. Being creative with the new
waterwheel plant algorithm (WWPAS) combination and the
statistical fractal search (SFS), we use an innovative com-
bined attention model with the bidirectional gated recurrent
unit (BiGRU) to generate a more advanced NDVI forecast-
ing model. Intervening in the parameters of this model by
the hybrid optimization procedure may open new possibil-
ities for further development in this area. So, our method,
known as Word-Depth Perceiving Block with BiGRU, is the
term we use for it. As against the other methods, it pre-
dicted RMSE of 0.0573 and MAE of 0.0447, while its high
calibration ratio of 0.9617 determined its superiority for pre-
diction. Moving on to a higher step, other statistical tests
such as ANOVA, Wilcoxon, and universally accepted meth-
ods ensure the validity and reliability of the proposedmethod
by revealing their statistical significance. The study utilizes
an NDVI forecasting model WWPASFS-BiGRU within the
case study in the region of Saudi Arabia and allows themodel
to produce outstanding results once again. In the coming
time, our methodology will exhibit a wide range of dataset
capabilities for any region, and the potential for forecasting
and management improvements will eventually evolve.
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