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Abstract
This paper introduces an advanced movie recommendation system that combines neural collaborative filtering (NCF) with 
sentiment analysis to improve personalization, accuracy, and robustness in recommending movies. By integrating user prefer-
ences with the sentiment polarity of reviews, the system refines recommendations, effectively addressing challenges such as 
the cold start problem, data sparsity, and limited semantic understanding. Unlike traditional collaborative and content-based 
filtering methods, which often struggle with diversity and accuracy, our approach utilizes deep learning within NCF to reveal 
hidden patterns in user behavior, enhancing recommendations’ relevance and precision. The proposed system is evaluated 
using standard performance metrics, including RMSE, MSE, and MAE, demonstrating its superior performance over conven-
tional filtering techniques. Its enhanced scalability and adaptability position it as a promising tool for personalized content 
delivery in digital entertainment, with considerable potential for large-scale, dynamic recommendation environments. This 
research contributes to the existing knowledge on recommendation systems and offers new insights into improving content 
personalization and user satisfaction. The novelty and scientific value of this work lie in applying deep learning to tackle the 
challenges of accurate content recommendation in the rapidly evolving digital media landscape.

Keywords  Movie recommendation system · Collaborative filtering · Content-based filtering · Cosine and person 
similarities · Evaluation metrics · RMSE · Surprise library · NCF · Deep learning · MAE

Introduction

In the era of digital entertainment, the proliferation of 
streaming services has created an overwhelming array of 
content choices. Navigating this vast landscape challenges 
users seeking personalized and enjoyable experiences. This 
paper explores the significance of movie recommendation 
systems powered by machine learning algorithms, examin-
ing their pivotal role in reshaping our cinematic journeys 
and their multifaceted impact on users, content providers, 
and technological advancements.

The main problem addressed in this paper is the challenge 
of effectively managing the overwhelming abundance of 
movie choices available to users, compounded by the issue 
of information overload. This is further complicated by mis-
leading or biased reviews that can skew user perceptions and 

decision-making processes. Traditional movie recommen-
dation systems often struggle to provide personalized and 
accurate suggestions that cater to individual user preferences 
and interpret the true sentiment behind user reviews. This 
paper seeks to tackle these issues by proposing a sophis-
ticated movie recommendation system that employs neu-
ral collaborative filtering (NCF) integrated with sentiment 
analysis, aiming to enhance movie suggestions’ accuracy, 
personalization, and reliability.

The ubiquity of streaming platforms necessitates efficient 
ways to navigate the abundance of available content. Movie 
recommendation systems, driven by advanced machine 
learning algorithms, address this challenge by offering a 
personalized approach to content discovery. These systems 
analyze user preferences, viewing histories, and behavioral 
patterns to curate tailored suggestions, ensuring that users 
are presented with relevant options and engaged in a cin-
ematic journey that aligns with their unique tastes.

Extended author information available on the last page of the article

http://crossmark.crossref.org/dialog/?doi=10.1007/s42979-025-03742-7&domain=pdf
http://orcid.org/0000-0003-0881-3164


	 SN Computer Science           (2025) 6:257   257   Page 2 of 26

SN Computer Science

Efficiency is a cornerstone of recommendation systems’ 
impact. With an ever-expanding content library, manually 
sifting through options becomes daunting. Machine learning 
algorithms streamline this process, saving users time and 
effort by presenting curated suggestions aligned with their 
preferences. This efficiency translates into a more enjoy-
able content exploration experience, as users spend less time 
searching and more time immersed in movies that resonate 
with their tastes.

Recommendation systems generate valuable user behav-
ior and preferences data, offering insights into evolving 
trends. This data-driven approach refines recommendation 
algorithms and empowers content providers and filmmakers 
to make informed decisions about future content creation. 
The symbiotic relationship between users and the platform is 
further strengthened as the system adapts and evolves based 
on user interactions, creating a dynamic and responsive 
entertainment ecosystem.

In essence, this research explores the transformative 
impact of movie recommendation systems on our entertain-
ment experiences. From personalized content discovery 
and time-saving benefits to diverse content exploration and 
data-driven insights, these systems exemplify the power of 
machine learning in enhancing user engagement and shap-
ing the future of the cinematic landscape. As we delve into 
the intricate workings of these systems, we uncover their 
immediate benefits for users and businesses and their pivotal 
role in steering the trajectory of the ever-evolving entertain-
ment industry.

In the realm of machine learning-powered movie recom-
mendation systems, the integration of deep learning tech-
niques has further elevated their efficacy. As users grapple 
with the overwhelming array of choices presented by the 
ubiquity of digital content and streaming services, deep 
learning algorithms play a pivotal role in enhancing the 
capabilities of these systems. Unlike traditional machine 
learning methods, deep learning, with its neural network 
architectures, can automatically extract intricate patterns and 
representations from vast amounts of data, including user 
behavior, preferences, and historical interactions. This ena-
bles recommendation systems to provide even more nuanced 
and accurate personalized suggestions, thereby simplifying 
decision-making and profoundly enriching the overall view-
ing experience for users. The utilization of deep learning 
in these recommendation systems extends their impact on 
content discovery by uncovering hidden correlations and 
introducing users to a broader array of movies tailored to 
their individual tastes. This trans-formative influence, driven 
by deep learning, goes beyond mere suggestions, fostering 
heightened user engagement and satisfaction. Incorporating 
deep learning into movie recommendation systems powered 
by machine learning has become instrumental in mitigat-
ing information overload, elevating content discovery, and 

shaping a remarkably personalized and enjoyable digital 
content consumption experience.

This paper introduces an advanced movie recommen-
dation system that integrates neural collaborative filtering 
(NCF) with sentiment analysis to enhance personalization, 
accuracy, and robustness in movie suggestions. Traditional 
recommendation techniques, such as collaborative and con-
tent-based filtering, often face significant limitations. Col-
laborative filtering methods struggle with issues like the cold 
start problem, where new users or items have little historical 
data, and data sparsity, where limited user interactions lead 
to poor recommendations. Conversely, content-based filter-
ing is often constrained by limited semantic understanding, 
as it relies heavily on item attributes and fails to capture 
complex user preferences. These methods also tend to lack 
diversity in recommendations, frequently suggesting similar 
items to users without accounting for changing tastes.

Our proposed system overcomes these challenges by 
combining the strengths of NCF and sentiment analysis. 
By incorporating sentiment polarity from user reviews, the 
system captures the user’s preferences and the underlying 
emotions and opinions associated with each movie, enabling 
more accurate and contextually relevant recommendations. 
This approach addresses the cold start problem by leveraging 
sentiment from new users’ interactions. In contrast, senti-
ment analysis helps mitigate data sparsity by extracting valu-
able information from reviews, even when interaction data 
is limited. Additionally, deep learning within NCF uncovers 
latent patterns in user behavior, allowing for a better under-
standing of user preferences and improving recommendation 
diversity and accuracy.

We validate the proposed system using standard perfor-
mance metrics—RMSE, MSE, and MAE—and demonstrate 
its superiority over traditional methods regarding precision 
and scalability. The system’s ability to adapt to dynamic 
user preferences and handle large-scale datasets makes it 
a promising tool for personalized content delivery in the 
digital entertainment. This research advances the recom-
mendation systems field and provides a novel approach to 
addressing the challenges of accurate content suggestion 
in the increasingly complex digital media landscape. The 
results contribute insights that can significantly enhance 
content personalization and user satisfaction in real-world 
applications.

The main objectives of this paper are to develop a robust 
movie recommendation system utilizing neural collabora-
tive filtering (NCF) enhanced by deep learning techniques to 
improve the accuracy and personalization of movie sugges-
tions. The integration of sentiment analysis aims to refine the 
understanding of user reviews, increasing the reliability of 
the recommendations. Performance evaluation is conducted 
using metrics such as root mean squared error (RMSE), 
mean squared error (MSE), and mean absolute error (MAE) 
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to ensure precision and reliability. Additionally, the system 
is compared with traditional collaborative filtering methods 
to highlight the improvements and benefits of the proposed 
approach. Ultimately, the goal is to enhance user satisfac-
tion and engagement by delivering precise and personalized 
movie recommendations that align with individual prefer-
ences and viewing histories. In our movie recommendation 
system project, K-nearest neighbors (KNN) [1, 2] serves as 
a pivotal model for collaborative filtering. By identifying 
similarities between users or items based on their historical 
preferences, KNN [1] enables us to recommend movies that 
align with a user’s taste. This approach fosters a collabora-
tive environment, leveraging similar users’ preferences to 
enhance our recommendations’ accuracy and relevance. 
Incorporating content-based filtering, our system analyzes 
the intrinsic characteristics of movies to make personalized 
recommendations. Examining features such as genre, actors, 
cast, keywords, and overview ensures that recommended 
movies resonate with each user’s unique preferences. This 
approach enhances content discovery by providing sugges-
tions based on the inherent attributes of the movies them-
selves. content-based and collaborative filtering recommen-
dation is implemented using item-based approaches. This 
model taps into collective user behaviors to generate recom-
mendations. By considering the preferences of similar items, 
collaborative filtering enhances the diversity and accuracy 
of our movie suggestions, contributing to a more engaging 
user experience singular value decomposition (SVD) [3] is 
instrumental in our movie recommendation system, as it 
facilitates the factorization of user-item interaction matrices. 
By capturing latent features, SVD [3] enhances the preci-
sion of personalized recommendations. This model allows 
our system to understand intricate patterns in user behavior 
and preferences, contributing to the effectiveness of content 
suggestions.

Neural collaborative filtering (NCF) [4–6] represents a cut-
ting-edge application of deep learning in the realm of movie 
recommendation systems. NCF [4] is designed to enhance the 
accuracy and precision of personalized movie suggestions to 
users. Unlike traditional collaborative filtering methods, NCF 
[4, 7] combines the strengths of neural networks to capture 
intricate patterns and representations in user-item interac-
tions. By leveraging deep learning architectures, NCF [4]can 
discern complex relationships within vast datasets, includ-
ing user preferences and historical behavior, contributing 
to a more nuanced understanding of individual tastes. This 
advanced model excels at uncovering latent features that may 
not be apparent through conventional approaches, resulting in 
highly accurate and tailored movie recommendations. NCF’s 
[4] ability to operate seamlessly with both collaborative [8] 
and content-based filtering [9] techniques makes it a versatile 
and powerful tool in the quest to provide users with a compel-
ling and personalized movie-watching experience. Integrating 

NCF [4] into recommendation systems signifies a significant 
stride in applying deep learning for more effective and precise 
movie suggestions, ultimately enhancing user satisfaction and 
engagement.

The main contributions of this paper are summarized as 
follows:

•	 We propose a novel movie recommendation system uti-
lizing neural collaborative filtering (NCF), which lever-
ages deep learning techniques to enhance personalization 
and accuracy in movie suggestions.

•	 Integrates neural collaborative filtering (NCF) with sen-
timent analysis, allowing the recommendation engine to 
utilize sentiment data from user reviews and address lim-
itations in traditional collaborative filtering, especially 
for cold start and sparse data scenarios.

•	 Enhances personalization and recommendation accuracy 
by incorporating sentiment polarity, achieving a deeper 
understanding of user preferences, and mitigating repeti-
tive suggestions common in content-based filtering.

•	 NCF’s deep learning capabilities to handle large, com-
plex datasets efficiently, uncovering latent patterns in 
sparse data, which supports scalability and robustness 
for diverse user and item types.

•	 Merging of the “tmdb5000” [10] and “movie_lens" [11, 
12] datasets introduces a substantial added value to our 
analytical endeavors by combining these datasets.

•	 Strong preprocessing phase to ensure that our data is 
clean from any noise.

•	 Turning hyperparameters for the different algorithms 
using grid search helps to reach the best results.

•	 The implementation of different algorithms as demo-
graphic recommender using weighted average rating, 
content-based using NLP (TF-IDF [13] based on over-
view or cast, director, keywords, and genres), collabora-
tive filtering (KNN [1], SVD [3], NMF).

•	 All of these algorithms are evaluated using RMSE [14], 
MSE, and using different similarities techniques such as 
cosine similarity and person similarity.

The rest of the paper is organized as follows: related work, 
methodologies for machine and deep learning used, hyperpa-
rameters optimization, results and discussions, conclusion, 
and future work.

Related Work

In recent years, the domain of movie recommendation sys-
tems has witnessed substantial growth, fueled by advance-
ments in machine learning algorithms and the increasing 
availability of large-scale datasets. Researchers and practi-
tioners have dedicated considerable efforts to enhance the 
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movie-watching experience by developing personalized rec-
ommendation systems. This section provides an overview 
of the existing literature and research endeavors in movie 
recommendation systems, specifically focusing on those 
leveraging machine learning techniques. In [15], the author 
proposed the problem of providing personalized movie rec-
ommendations to enhance the movie-watching experience 
for users. The study aims to develop a functional and accu-
rate movie recommendation system using machine learn-
ing algorithms. The dataset used in the research comprises 
movie ratings and user information, which are utilized to 
create a prediction model for recommending movies based 
on user preferences. The study’s results demonstrate the rec-
ommendation system’s effectiveness in providing relevant 
and personalized movie suggestions. The best results are 
achieved through the utilization of collaborative filtering 
[8] and content-based filtering [9] algorithms. However, a 
weakness of the paper lies in the challenge of producing 
satisfactory recommendations for new users or from a cold 
start, indicating the need for additional information about 
users and movies to improve the model’s performance.

In [16], the author aims to compare different machine 
learning algorithms for movie recommendation systems. The 
problem addressed is the need for a systematic recommenda-
tion approach based on user history, likes, and reviews. The 
objective is to evaluate the quality of different algorithms 
using the MAE and RMSE [14] metrics. The dataset used is 
the MovieLens dataset, which contains movie ratings from 
users. The results show that the closed SVD [3]and KNNwM 
[1] algorithms predicted with minimal MAE, while the best 
predictors for RMSE [14] are BaselineOnly and SlopeOne. 
The weakness of this paper is that it only evaluates a limited 
number of algorithms and does not consider other factors, 
such as scalability and real-time performance.

In [17], the author proposed implementing a movie rec-
ommendation system using machine learning techniques. 
The problem addressed is the need for personalized movie 
recommendations to keep subscribers entertained and renew 
their subscriptions. The objective is to recommend mov-
ies to users based on their interests and ratings using col-
laborative filtering [8] and content-based filtering [9]. The 
dataset consists of 480,189 customers and 17,770 movies 
with ratings ranging from 1 to 5. The results show that the 
proposed system effectively minimizes the root mean square 
error (RMSE) [14] and recommends top-10 similar movies 
to users. The best results are achieved using the XGBoost 
algorithm with 13 features. The weakness of this paper is 
that it does not address the cold start problem, where new 
users or movies have no ratings, and it does not compare the 
proposed system with other state-of-the-art recommendation 
systems.

In [18], the author proposed the challenge of recommend-
ing movies to users by introducing a model that combines 

content-based [9] and collaborative [8] approaches. The 
objective is to reduce the human effort involved in choos-
ing from a large set of movies and provide more explicit 
outcomes than systems based solely on content. The dataset 
used for this study includes movie ratings and genre infor-
mation. The results indicate that the collaborative approach 
[8] yields more explicit outcomes compared to content-based 
systems [9], allowing users to explore more movie options. 
The best results are achieved by leveraging the connection 
between different users and recommending movies to others 
with similar tastes. However, the paper’s weaknesses include 
the limited exploration of the dataset and the lack of com-
parison with other state-of-the-art recommendation systems.

In [19], the author proposed the information over-
load users face when selecting movies for viewing. The 
study aims to develop a movie recommendation system, 
MOVREC, based on collaborative filtering to assist users 
in efficiently finding movies aligned with their preferences. 
The system is designed in PHP using Dreamweaver 6.0 and 
Apache Server 2.0 and utilizes a customized database to gen-
erate recommendations. The dataset used in the study com-
prises information about movies, user ratings, and attributes 
such as actors, directors, genres, and years. The results indi-
cate that the system effectively recommends films based on 
user preferences, with the K-means algorithm contributing 
to sorting recommended movies according to ratings. The 
best results are achieved by prioritizing movie ratings and 
incorporating user preferences from previous interactions. 
However, the paper acknowledges certain weaknesses, such 
as the challenge of evaluating the system’s performance due 
to the subjective nature of movie recommendations and the 
need for a larger dataset to yield more meaningful results.

In [20], the author proposed the challenge of enhancing 
the precision of movie recommendation systems, particu-
larly focusing on the collaborative filtering [8] approach. 
The primary objective is to introduce an improved k-clique 
[20]algorithm to overcome the limitations of traditional col-
laborative filtering methods [8]. The MovieLens dataset [11]
is utilized for performance evaluation, and the experimen-
tal analysis involves comparing the collaborative filtering 
[8] methods using k nearest neighbor [1], maximal clique 
method, k-clique [20] method, and the improved k-clique 
[20]. The results demonstrate that the improved k-clique 
method significantly enhances the precision of the movie 
recommendation system compared to other methods. The 
best results are achieved by determining the optimal value 
of k in the k-clique [20] method, which maximizes accu-
racy in the recommender system. However, a weakness of 
the paper lies in the lengthy computation time required for 
the k-clique methods [20], prompting the need for future 
research to address this issue.

In [21], the author proposed the challenge of information 
overload and the difficulty in decision-making caused by 
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misleading reviews in the movie industry. Its objective is 
to develop a movie recommendation system that suggests 
similar movies based on user preferences and conducts 
sentiment analysis on reviews to determine their positiv-
ity or negativity. The study utilizes three datasets: two for 
movie recommendation (tmdb_5000_movies [10] 
and tmdb_5000_credits [10]) and one for sentiment 
analysis (reviews). The results indicate that the Cosine 
Similarity algorithm effectively recommends related mov-
ies, and the support vector machine (SVM) [22] algorithm 
outperforms the Naïve Bayes (NB) algorithm in sentiment 
analysis, achieving an accuracy score of 98.63%. However, 
the paper acknowledges limitations, such as the system’s 
failure to recommend movies not present in the dataset and 
the inability to analyze reviews in languages other than Eng-
lish. Additionally, the sentiment analysis may give incorrect 
sarcastic or ironic review classifications.

In [23], the author proposed the limitations of traditional 
matrix factorization techniques for collaborative filtering 
[8] in movie recommendation systems. The objective is to 
improve the accuracy of recommendations by incorporating 
temporal features such as user preferences over time. The 
authors used the Movielens 100 K [11] and 1 M datasets 
to verify the performance of their proposed system. The 
results showed that their approach outperformed the base-
lines, achieving a lower prediction error than comparative 
methods. The best results were achieved with a learning rate 
of 0.002, 50 epochs, and 100 factors. However, the weakness 
of this paper is that it only focuses on movie recommenda-
tion systems and does not explore the potential application 
of this approach to other types of recommendation systems.

In [24], the author proposed the limitations of traditional 
recommendation algorithms, such as data sparseness and 
lack of attention to diversity in recommendation results. The 
objective is to propose a movie recommendation algorithm 
based on sentiment classification [21] and topic extrac-
tion, aiming to enrich user interest and product feature 
models based on emotional tendencies to improve content-
based recommendation algorithms. The dataset consists 
of approximately 285,000 movie reviews, from which the 
LDA model is employed to extract evaluation topics and 
identify emotional tendencies related to these topics. The 
results demonstrate that the proposed algorithm effectively 
utilizes comment data and mines hidden information from 
online reviews, improving recommendation accuracy. The 
best results include successfully generating recommenda-
tion lists tailored to specific user interests, showcasing the 
algorithm’s potential to enhance traditional recommenda-
tion models. However, the paper acknowledges the weak-
ness of conventional similarity calculation methods in not 
considering feature intersection and the importance of high-
dimensional combination features in user interests and prod-
uct characteristics. This suggests a potential area for future 

research to enhance the recommendation model’s expression 
ability.

In [25], the author discusses designing and implementing 
a movie recommendation system prototype. The problem 
addressed in the paper is the need for personalized movie 
suggestions due to the overwhelming amount of available 
information. The objective is to forecast a user’s rating or 
preference for a movie based on their previous actions or 
feedback. The paper utilizes various methods such as con-
tent-based filtering [9], collaborative filtering [8], single-
value decomposition (SVD) [3], genre-based recommenda-
tion, Pearson correlation coefficient [26], cosine similarity 
[27], and K-nearest neighbors (KNN) [1] using cosine dis-
tance metric. The dataset used in the study is extracted from 
the Movie Lens dataset, which contains 100,836 ratings and 
3683 tag applications across 9742 movies. The experimental 
results of the methodologies adopted are presented in the 
paper. The collaborative filtering-based approach involving 
TFIDF [13] and SVD [3] is identified as the best method. 
However, the weakness of the paper lies in the limitations 
of some methods, such as the genre-based recommendation 
lacking consideration of user profile similarity and cluster-
based recommendations not being ideal for recommending 
specific users.

In [28], the author addresses the common problem movie 
enthusiasts face when trying to select movies from a large 
collection, which can be time-consuming and confusing. 
The study aims to develop a movie recommendation system 
that minimizes human effort by suggesting movies based on 
user interests and preferences. The authors propose a model 
based on a content-based approach and sentimental analy-
sis [21]. The content-based approach [9] involves analyzing 
textual metadata of movies, including plot, cast, genre, and 
release year, to recommend similar films. Additionally, sen-
timental analysis is employed to assess whether the reviews 
for the movies are positive or negative, further enhancing the 
accuracy of the recommendations. The authors evaluated the 
system’s performance using a subset of film from the IMDb 
server. The results indicate that the proposed algorithm 
effectively utilizes textual metadata to recommend similar 
movies, achieving a high accuracy of percentage 98.77 for 
sentimental analysis. This suggests that the system is profi-
cient in understanding and analyzing user preferences based 
on textual information, thereby providing accurate recom-
mendations. However, a potential weakness of the paper is 
the limited discussion on the scalability and timeliness of 
the recommender system. While the system demonstrates 
high accuracy in its recommendations, it is important to 
consider how well it can handle a larger dataset and provide 
real-time recommendations to users. This aspect could be 
further explored in future research to enhance the practical 
applicability of the proposed system.
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In [29], the author presents a systematic review of rec-
ommender systems (RS) utilizing machine learning (ML) 
algorithms, aiming to identify the most commonly used ML 
algorithms, explore software engineering (SE) areas that can 
aid in RS development, and uncover open questions in the 
field. The study’s dataset consists of 26 publications that 
describe case studies or implementations of RS with ML 
algorithms, focusing on real or simulation data. The authors 
applied exclusion criteria to ensure the review’s validity, 
including peer-reviewed publications, clear descriptions 
of the ML algorithm used, and real-life implementation 
descriptions. The results reveal movies, documents, and 
product reviews as the most common domains for RS vali-
dation, with challenges and open questions predominantly 
reported in the implementation and verification areas of SE. 
The paper’s strength lies in its comprehensive analysis of 
ML algorithm usage and identifying research opportunities 
in SE for RS development. However, a potential weakness is 
the limited scope of the dataset, which may not fully repre-
sent the entire landscape of RS with ML algorithms.

In [30], the author discusses the development of a movie 
recommendation model using machine learning techniques. 
It highlights the evolution of movie-watching habits from 
theater visits to the popularity of streaming platforms like 
Netflix, Amazon Prime, and Hotstar. The authors emphasize 
the importance of interactive and personalized movie sug-
gestion systems on these platforms to attract more users. 
To achieve this, the authors propose a web platform with 
an interactive user interface that allows users to input their 
preferences, such as language, genre, year of release, actor, 
director, and more. The document presents a literature 
survey of various algorithms and models used for movie 
recommendation, including content-based filtering [9], col-
laborative filtering [8], and deep learning/neural networks 
[31]. The advantages and drawbacks of each algorithm are 
discussed in detail. The authors propose their own recom-
mendation model that utilizes four different algorithms: 
memory-based collaborative filtering [8], model-based col-
laborative filtering [8], content-based filtering [9], and deep 
learning/neural networks [31]. The model aims to provide 
movie recommendations based on user input and factors like 
ratings, mood, and previous viewing history. The authors 
also highlight the importance of maintaining an updated 
and dynamic database for accurate movie ratings and rec-
ommendations. By considering different parameters-based 
approaches, their model aims to recommend movies that 
cater to users’ specific demands and situations. The docu-
ment concludes by stating that their model offers more 
accurate and reliable movie recommendations than previ-
ous models, ultimately benefiting the users and increasing 
the popularity of the recommendation system.

In [32], the author discusses the development of a movie 
recommendation system using machine learning. The 

system aims to improve accuracy and personalization in 
movie recommendations. It proposes a content-based filter-
ing [9] approach that uses the K-nearest neighbor (KNN) 
[1] algorithm to analyze similarities between movies based 
on user preferences and profiles. The system considers gen-
res, casts, and other movie characteristics. By leveraging 
the KNN algorithm [1] and cosine similarity metric [27], 
the system determines the degree of similarity between 
two movies. The results of experiments with this approach 
showed significant benefits for users in terms of personalized 
and accurate recommendations. Additionally, the document 
highlights the limitations of typical recommendation meth-
ods such as title-based recommendations, group evaluations 
from users, and collaborative filtering [33]. It emphasizes 
the need for a recommendation system based on individual 
user preferences and provides accurate movie suggestions. 
Furthermore, the document mentions using a dataset con-
taining movie metadata for exploratory data preprocessing 
and feature extraction. The content-based filtering [9] system 
analyzes user feedback and provides recommendations based 
on their preferences and profiles. The system aims to enable 
the integration of user-profiles and product descriptions in 
digital movie libraries to enhance recommendation systems.

In [9], the author introduces various movie recommen-
dation algorithms, including content-based filtering [9], 
collaborative filtering [8], and hybrid filtering [34], and 
provides a detailed literature review on existing research 
related to movie recommendation systems. It also delves 
into the proposed methodology, which involves preprocess-
ing the dataset, converting text to vectors, finding similar-
ity between vectors, and obtaining movie recommendations 
based on a hybrid approach [34] utilizing content-based 
filtering techniques [9]. The authors outline the architec-
ture, dataset, exploratory data analysis, preprocessing steps, 
algorithms, and results, showcasing the recommendations 
for specific movies using different techniques. The research 
paper highlights the need for effective movie recommen-
dation systems due to the abundant available content and 
users’ challenges in finding suitable movies. It underlines 
the significance of content-based filtering [9], collaborative 
filtering [8], and hybrid filtering [34] in addressing these 
challenges and discusses various existing research papers 
that propose solutions using these techniques. The paper also 
provides a comprehensive analysis of the proposed method-
ology, including the use of the ‘TMDB 5000 Movie Dataset, 
[10]’ exploratory data analysis, preprocessing steps, algo-
rithms like CountVectorizer, TfidfVectorizer, and Cosine 
Similarity [27], and the resulting movie recommendations 
for specific movies. The authors demonstrate the effective-
ness of a hybrid [34] approach by manipulating results from 
different algorithms to enhance the final recommendations.

In [33], the author explores the role of recommendation 
systems in addressing the challenge of providing appropriate 
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and personalized content to users in the vast online land-
scape. It discusses the evolution of technology and the intro-
duction of big data as a means to efficiently manage and 
extract patterns and knowledge from large volumes of data. 
The paper focuses on collaborative filtering [33] as a tech-
nique for collecting user ratings and identifying similarities 
among users to make accurate recommendations. It outlines 
the pros and cons of collaborative filtering [33], highlighting 
its ability to deliver relevant content while acknowledging 
challenges such as the cold start problem and data sparsity. 
The proposed approach involves using the Movie Lens data-
set and applying item-based collaborative filtering [33] to 
make movie recommendations. The document also covers 
the computation of user similarity using methods such as 
cosine similarity [27] and correlation-based similarity [26]. 
Additionally, it discusses the experimental setup, data load-
ing, slicing, and cleaning, as well as the results of the rec-
ommendation system’s predictions. The conclusion empha-
sizes the power of recommendation systems and the need to 
address their limitations, proposing a hybrid recommenda-
tion system [34] and future work on system weaknesses and 
user interface improvements.

In [35], the author focuses on improving the prediction 
accuracy of recommendation systems using a combination 
of matrix factorization and nearest-neighbor collaborative 
filtering [33] techniques. The paper aims to enrich knowl-
edge in the field of recommendation systems and provide 
a method for future experiments. The paper uses the Mov-
ielens [11] Hetrec 2011 rating dataset for experiments, which 
contains 855,598 ratings for 10,197 movies and 2113 users. 
The paper describes the step-by-step process of the proposed 
method, including data normalization, matrix factorization 
[36], and its combination with classic collaborative filtering 
[33]. The best results were achieved through the combina-
tion of matrix factorization [36] and nearest-neighbor [1], 
producing better prediction accuracy. However, the paper’s 
weakness is that it only focuses on collaborative filtering [8] 
and does not explore other methods such as content-based 
[9]filtering.

In [8], the author aims to tackle the challenge of providing 
accurate and effective movie recommendations to users, par-
ticularly in the context of the ever-expanding pool of avail-
able content. The primary objective is to implement and 
evaluate different filtering methods, including content-based 
[37] and collaborative-based filtering [9], and to develop 
a hybrid model that combines collaborative-based filtering 
with a random forest model. This hybrid model is designed 
to enhance the accuracy of movie recommendations, thereby 
improving user experience and saving time in the movie 
selection process. The study utilizes the movie-lens-small-
latest [11] dataset for evaluation, and the results indicate that 

the hybrid model outperforms individual filtering methods 
in terms of recommendation accuracy. The paper recognizes 
the limitations of content-based filtering [9], such as its lack 
of precision and accuracy, which motivates the explora-
tion of collaborative filtering techniques. This exploration 
ultimately leads to the development of the hybrid model, 
which represents the best-performing approach in the study 
context.

In [38], the author discusses the limitations of traditional 
recommender systems and proposes a location-based movie 
recommender system that incorporates users’ locations in 
the recommendation process. It mentions that considering 
users’ locations can improve the accuracy and quality of 
recommendations, especially in movie recommender sys-
tems where location can heavily influence user preferences. 
The proposed approach utilizes collaborative filtering [33] 
and considers users’ locations in peer selection and the rec-
ommendation process. The system selects peers with tastes 
similar to the active users and located in the same location. 
The top-rated items of the selected peers are then recom-
mended to the active user. It also mentions that other factors, 
such as time, mood, and contextual information, can further 
enhance recommendation accuracy. Contextual information 
like time of the day, users’ mood, and geographical location 
can help identify similarities in user preferences and improve 
the relevance of recommendations. It also discusses using 
real datasets, such as the LDOS-CoMoDa dataset, to test 
the proposed framework. However, it mentions the need for 
further experimentation on larger datasets and in real-world 
environments.

In [39], the author proposed that it focuses on developing 
a movie recommendation system using various machine-
learning approaches. The problem addressed in the paper 
is the challenge of extracting meaningful data from a large 
amount of collected data in today’s digital world. The 
objective is to provide suggestions to users based on their 
past behavior and patterns, making it easier for them to 
select movies of their interest. The paper discusses three 
approaches for recommendation systems: collaborative [8], 
content-based [37], and hybrid-based [34]. The dataset used 
for the project consists of thousands of ratings from over 
twenty users. While the paper highlights the successful 
implementation of the machine learning approaches, it does 
not mention the exact or best results. However, it emphasizes 
the importance of recommendation systems in making digi-
tal life easier for users. The weakness of the paper is that 
it does not provide detailed information on the limitations 
or shortcomings of the developed recommendation system.

The existing literature on movie recommendation sys-
tems primarily leverages traditional collaborative and 
content-based filtering techniques. These methods often 
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struggle with the cold start problem, scalability, and the 
ability to handle sparse datasets, which limits their effec-
tiveness in providing personalized and accurate recom-
mendations. Additionally, most current systems do not 
adequately address the issue of misleading or biased user 
reviews, which can significantly influence the recommen-
dation quality. Our proposed method bridges these gaps 
by integrating neural collaborative filtering (NCF) with 
sentiment analysis. This integration aims to enhance the 
system’s ability to discern genuine user preferences and 
sentiments from reviews, thereby improving the accuracy 
and reliability of the recommendations. Furthermore, the 
use of deep learning techniques allows our system to man-
age large and sparse datasets better, effectively mitigating 
the cold start problem and offering a more scalable solu-
tion compared to traditional methods. This approach rep-
resents a significant advancement in the field, promising to 
deliver a more nuanced and user-centric recommendation 
experience. Table 1 shows the summarization of related 
work on movie recommendation systems.

Gap Between Proposed and Actual Related Work

The proposed method addresses key limitations in previ-
ous movie recommendation systems by integrating neu-
ral collaborative filtering (NCF) with sentiment analysis, 
overcoming challenges such as the cold start problem, 
sparse data, and lack of semantic understanding. Tradi-
tional collaborative filtering methods often struggle to rec-
ommend new items or for new users, while content-based 
approaches tend to provide repetitive recommendations 
due to their reliance on explicit metadata. By incorpo-
rating sentiment analysis directly into the recommenda-
tion process, the proposed system refines user preferences 
based on the emotional content of reviews, improving per-
sonalization and recommendation accuracy.

Additionally, the deep learning capabilities of NCF 
enable the model to uncover latent relationships in sparse 
datasets, enhancing performance where traditional systems 
fall short. This combination of sentiment analysis and deep 
learning not only improves accuracy and personalization 
but also ensures scalability for large datasets, making the 
proposed system more robust and adaptable than previous 
approaches.

Methodology

Figure 1 and Algorithm 1, illustrate the proposed frame-
work for movie recommendation system, which contains 
mainly seven significant steps:

Algorithm 1   Neural collaborative filtering with sentiment 
analysis

 

•	 Data collection.
•	 Data preprossessing.
•	 Features extraction techniques.
•	 Data splitting.
•	 Optimization parameters for machine learning (ML) and 

(DL) [31].
•	 Recommendation based on (ML) and (DL).
•	 Prediction and evaluation metrics.

Data Collection

Some criteria were defined prior to collecting our data for 
the movie recommendation system. Our analysis focused on 
combining data from two prominent movie datasets: TMDb 
5000 [10] and MovieLens [11]. TMDb 5000 [10] provides 
comprehensive movie information, including cast, crew, 
budget, and revenues. On the other hand, MovieLens [11] 
offers user ratings and reviews, forming a rich dataset for 
building a recommendation system. The TMDb 5000 [10] 
dataset contains a wide range of movies, and its attributes 
include homepage, id, original_title, overview, popularity, 
production_companies, production_countries, release_date, 
spoken_languages, status, tagline, vote_average. Notably, it 
has been curated with additional features such as full credits 
for the cast and crew, providing a more detailed perspective 
on movie-related data. In parallel, the MovieLens [11] data-
set enriches our recommendation system with user-centric 
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information. It includes user ratings and reviews for various 
movies, which can be instrumental in understanding user 
preferences and refining the recommendation algorithms 
(Table 2). The dataset also captures other valuable details 
like user demographics and movie genres. Combining these 
datasets allows us to create a holistic recommendation sys-
tem that considers both movie attributes and user prefer-
ences. This approach enhances the accuracy and relevance 
of our recommendations, providing a more tailored and sat-
isfying movie-watching experience for users.

1.	 TMDB 5000 dataset [10]: The Kaggle TMDB 5000 [10] 
Movie Dataset serves as an invaluable resource for prob-
ing into the intricacies of predicting a movie’s success 
before its release. In response to a DMCA takedown 
request from IMDB, Kaggle replaced the original data-
set with a comparable set from The Movie Database 
(TMDb), adhering to their terms of use. This dataset 
encompasses extensive film attributes, including plot 
details, cast and crew information, budget, and revenue 
figures for over 5000 movies. Notably, the dataset intro-
duces several enhancements, such as full credits for both 
cast and crew, a more current representation of revenues, 
and the listing of actors and actresses in the order of their 
appearance in the credits. Some entries from the original 
dataset that could not be ported were identified as inac-
curacies, demonstrating a commitment to data quality. 
However, questions regarding the consistency of budgets 
and revenues regarding currency and global representa-
tion remain open. The dataset encourages exploration 
of various aspects, from categorizing films by type to 
assessing the divide between major film studios and 
independents, offering an opportunity for data-driven 
insights into the complex dynamics of the film industry. 
Additionally, the dataset acknowledges its source from 
The Movie Database API, emphasizing the wealth of 
additional data available for movies, actors, actresses, 
crew members, and TV shows through the TMDb API. 
The Kaggle TMDB 5000 Movie Dataset [10] comprises 
two main files, each offering unique insights into the 
world of cinema. The first file, ‘movies,’ presents a com-
prehensive overview of 4803 movies, with 20 columns 
providing a detailed glimpse into various film attributes 
such as plot details, cast and crew information, budget, 
revenue figures, and other essential details. The second 
file, ‘credits.,’ complements the movie dataset by offer-
ing a deeper understanding of the film industry’s col-
laborative nature. This file features 4803 entries across 
4 columns, furnishing extensive details about the full 
credits for the cast and the crew involved in each movie. 
Together, these two files form a robust and expansive 
dataset, inviting exploration and analysis into the multi-
faceted dynamics of the movie-making process.Ta
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2.	 Movie lens dataset [11]: The MovieLens [11] 20 M 
Dataset, available on Kaggle, provides a comprehen-
sive snapshot of user interactions with the MovieLens 
[11] movie recommendation service. Comprising 
20,002,063 ratings and 465,564 tag applications across 
a vast array of 27,278 movies, the dataset spans user 

activities recorded between January 9, 1995, and March 
31, 2015. This rich collection, generated on October 17, 
2016, involves 138,493 randomly selected users who 
rated at least 20 movies. Notably, demographic details 
are excluded, with each user identified solely by an ID. 
While the dataset is structured into six files, for the pur-

Fig. 1   The proposed system of movie recommendation system [40–42]



	 SN Computer Science           (2025) 6:257   257   Page 12 of 26

SN Computer Science

pose of our exploration, we will focus exclusively on 
the ‘rating’ and ‘movie’ files. The ‘rating’ file contains 
movie user ratings, including user ID, movie ID, rating, 
and timestamp. Simultaneously, the ‘movie’ file offers 
essential movie information such as movie ID, title, and 
genre, allowing for a concentrated analysis of user pref-
erences and movie-related insights. This strategic selec-
tion ensures a streamlined focus on rating behaviors and 
movie details while excluding unnecessary complexi-
ties. Researchers and data enthusiasts are encouraged 
to delve into various aspects, such as genre-based rat-
ing analysis and temporal trends, utilizing these two key 
files for their investigations. To acknowledge the use of 
this dataset in publications, citation of the original paper 
by F. Maxwell Harper and Joseph A. Konstan (2015) is 
recommended, providing essential context to the data-
set’s history and creation.

Data Preprocessing

To prepare the TMDb 5000 [10]and MovieLens [11] data-
sets for our movie recommendation system, a comprehensive 
data preprocessing pipeline was employed. The initial step 
involved merging the two datasets based on common movie 
identifiers, ensuring seamless integration of attributes from 
both sources. The TMDb 5000 dataset [11] underwent clean-
ing procedures to handle missing values and inconsistencies. 
Duplicate entries were identified and removed to maintain 
data integrity. Additionally, data types were standardized, 
and outliers were addressed to enhance the overall quality 
of the dataset. Special attention was given to textual data, 
such as movie overviews and taglines, where natural lan-
guage processing techniques were applied for standardiza-
tion and feature extraction. For the MovieLens dataset [11], 

the focus was placed on handling user-related information. 
Demographic data, including age and gender, was standard-
ized, and any erroneous entries were rectified. Ratings and 
reviews were carefully examined to identify and mitigate 
outliers or discrepancies.

•	 Phase 1: removing nulls During the data refinement 
process for both the TMDb 5000 [10] and MovieLens 
datasets [11], particular emphasis was placed on man-
aging null values. Acknowledging the potential impact 
of missing data on analyses, a meticulous approach was 
employed to handle null values by removing entire rows 
containing such entries. This careful process ensures that 
the datasets are free from incomplete or unreliable infor-
mation (Fig. 2). Opting to drop rows with null values 
prioritizes data completeness, thereby maintaining the 
quality of the datasets and enabling accurate and mean-
ingful interpretations in subsequent analyses of movie-
related information.

•	 Phase 2: removing duplicates During the refinement pro-
cess of both the TMDb 5000 [10] and MovieLens data-
sets [11], a crucial step involved the removal of duplicate 
entries. Duplicate records have the potential to introduce 
inconsistencies and distort analyses, necessitating a care-
ful approach to ensure data integrity. Systematically iden-
tifying and eliminating duplicate rows within the datasets 
has streamlined the information, thereby enhancing the 
accuracy of analyses. This process contributes to creating 
more reliable and cohesive datasets, establishing a foun-
dation for robust insights and informed decision-making 
in movie analytics.

•	 Phase 3: feature selection In the process of refining 
the TMDb 5000 [10] and MovieLens datasets [11] for 
streamlined analyses, careful consideration was given 
to feature selection, determining the most relevant col-

Table 2   The most common movies datasets description

Dataset name Year Files Dataset size Source

TMDB 5000 [10] 2018 TMDB_5000_
movies

96,060 Kaggle

TMDB_5000_
credits

19,212

Movie lens [11] 2020 Movies 32,043 Kaggle
Ratings 40,000,216

Merged (TMDB 
and Movie lens) 
[10, 11]

TMDB_5000_
movies

96,060

TMDB_5000_
credits

19,212 Kaggle

Movies 32,043
Ratings 40,000,216

Fig. 2   The null values in the tagline feature
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umns for inclusion. For the TMDb 5000 dataset [10], 
a subset of key features was identified, including ‘id,’ 
‘title,’ ‘overview,’ ‘genres,’ ‘tagline,’ ‘keywords,’ ‘cast,’ 
‘crew,’ ‘budget,’ ‘original_language,’ ‘vote_average,’ 
‘vote_count,’ and ‘popularity.’ These features encompass 
a diverse range of movie-related information, providing 
valuable insights for subsequent analyses. Similarly, for 
the MovieLens [11] dataset, a set of essential features 
was selected, including ‘user_id,’ ‘movie_id,’ ‘genre,’ 
‘title,’ and ‘rating.’ These features capture fundamental 
aspects of user-movie interactions, facilitating mean-
ingful analyses and recommendations in the domain of 
movie ratings and preferences. By strategically choos-
ing these specific features, we aim to strike a balance 
between dataset comprehensiveness and computational 
efficiency, ensuring that subsequent analyses are focused 
on the most informative aspects of the datasets for a more 
efficient and insightful exploration of movie-related data.

•	 Phase 4: data type matching  In the optimization pro-
cess of the TMDb movie dataset [10], a critical aspect 
involved addressing inconsistencies in data types, par-
ticularly in the id column. Ensuring uniformity in data 
types is essential for accurate analyses and model build-
ing. To achieve this, a comprehensive effort was made to 
fix and match data types across relevant columns. This 
included converting numerical values to the appropri-
ate numeric formats, ensuring consistent date represen-
tations, and aligning categorical variables for uniform 
interpretation. By specifically addressing issues in the id 
column and harmonizing data types overall, we enhance 

the dataset’s integrity, promoting a more cohesive and 
reliable foundation for subsequent analytical endeavors 
in the domain of movie data exploration.

•	 Phase 5: converting JSON strings [43]: In the TMDb 
dataset [10] for movies, significant improvements have 
been made to enhance the richness of information within 
specific columns. Notably, transformations have been 
implemented to handle JSON [43] strings in key col-
umns, providing a more accessible and structured rep-
resentation of the data. Genres: The genres column now 
incorporates JSON strings, allowing for a more detailed 
and flexible categorization of movie genres. This enables 
a richer understanding of the diverse thematic elements 
associated with each film. Keywords: JSON [43] strings 
have been employed in the keywords column, facilitat-
ing a more expressive and versatile representation of 
descriptive terms (Fig. 3). This modification enables a 
broader and more nuanced exploration of the various 
themes associated with each movie. Production Com-
panies: JSON [43] strings have been integrated into the 
production companies column, offering a structured for-
mat to represent the collaborative efforts of multiple pro-
duction entities involved in a movie. This enhancement 
contributes to a more comprehensive overview of the 
production landscape. Crew (Director): The crew infor-
mation, particularly the director attribute, now utilizes 
JSON [43] strings. This change enhances the handling 
of directorial details, ensuring a more standardized and 
accessible representation of the creative minds behind 
each film. Cast: JSON [43] strings are now utilized in the 

Fig. 3   Actors with highest 
appearance
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cast column, providing a structured format to represent 
actor and actress details. This modification ensures a con-
sistent and organized presentation of the ensemble cast 
for each movie. These transformations enable a seam-
less conversion of JSON [43] strings within the speci-
fied columns, fostering a more streamlined and accessible 
dataset (Fig. 4). This approach enhances the ability to 
analyze movies based on genres, keywords, production 
companies, directorial contributions, and cast ensemble, 
facilitating a more comprehensive exploration of the 
dataset’s valuable information.

•	 Phase 6: one hot encoding [44] To enhance the categori-
cal representation of movie genres in both the TMDb 
5000 [10] and MovieLens datasets [11], one-hot encod-
ing [44] was employed on the ‘genres’ column. One-hot 
encoding [44] is a transformation technique that converts 
categorical data into a binary matrix, where each genre 
is represented as a separate binary column. This process 
alleviates issues related to categorical data and enables 
a more effective representation of genre information in 
machine learning models. By applying one-hot encod-
ing [44] to the ‘genres’ column, we create a set of binary 
indicators for each genre, allowing for a more versatile 
and interpretable representation of the diverse genres 
associated with each movie (Fig. 5). This encoding tech-
nique contributes to refining the datasets for subsequent 
analyses, particularly in the context of genre-based movie 
recommendations and classification tasks.

•	 Phase 7: data visualization Data visualization plays a 
pivotal role in the exploration and communication of 
insights derived from the TMDb 5000 [10] and Mov-
ieLens datasets [11]. Through a diverse array of graphical 
representations, such as histograms, scatter plots, and bar 
charts, we can distill complex patterns and relationships 
within the datasets. Visualizing the distribution of movie 
ratings, budget allocations, and user preferences not only 

enhances our understanding but also facilitates the iden-
tification of trends and outliers. Additionally, interactive 
visualizations enable dynamic exploration, allowing 
users to interact with the data, gain deeper insights, and 
make informed decisions (Fig. 6). This emphasis on data 
visualization underscores its importance as a powerful 
tool in extracting meaningful narratives from large and 
complex datasets, ultimately aiding in the comprehension 
and dissemination of valuable information.

Applying Feature Extraction Techniques for ML

In this step, we implemented feature extraction tech-
niques for Standard ML models as shown in the following 
subsections:

TF‑IDF Method [13]

In this code snippet, we employ the TfidfVectorizer [13] 
from the sklearn.feature_extraction.text module to perform 
TF-IDF [13] (term frequency-inverted document frequency) 
feature extraction on textual data. The process begins by 
converting each list of text documents from the ‘overview’ 
column in the df_movie lens DataFrame into a single string, 
forming a consolidated corpus. The TfidfVectorizer is then 
configured with parameters such as ‘word’ as the analyzer 
and ‘English’ as the stop words to create and fit the TF-IDF 
[13] model on the combined text corpus. The resulting TF-
IDF [13] matrix is generated using the fit_transform method, 
capturing the importance of words in each document rela-
tive to the entire corpus. Finally, the code prints the dense 
representation of the TF-IDF [13] matrix along with its 
shape, providing insights into the transformed textual data 
and its dimensions. This approach is fundamental for feature 

Fig. 4   Rating of directors by 
top 10
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extraction in natural language processing tasks, facilitating 
subsequent analyses and machine learning applications on 
the processed textual data. In TF-IDF [13], the weight is 
determined by Eq. (1):

w h e r e  W(i, j) is the weight of term i in document j  , 
TF(i, j) is the term frequency of term i in document j   , 
IDF(i, j) is the inverse document frequency of term

i in document j.

Count Vectorizer Method [36]

The application of the count vectorizer [35] method from 
the sklearn.feature_extraction.text module represents a 
fundamental step in feature extraction for textual data. 
This method operates on a collection of text documents, 
converting them into a matrix of token counts. In the 

(1)W(i, j) = TF(i, j) × IDF(i, j),

context of the provided code, the ‘tags’ column in the 
DataFrame ‘new’ serves as the source of textual informa-
tion. The CountVectorizer [36] is configured to consider 
a maximum of 5000 [10] features, ensuring a concise yet 
informative representation. Moreover, common English 
stop words are excluded during the process, focusing on 
the extraction of meaningful terms. The resulting feature 
matrix, denoted as a ‘vector,’ encapsulates the essential 
characteristics of the ‘tags’ column, where each unique 
term becomes a distinctive feature. This approach trans-
forms unstructured textual data into a structured format, 
facilitating subsequent analyses in natural language pro-
cessing and machine learning applications. By quantifying 
the occurrence of terms across the dataset, the CountVec-
torizer [35] enables the creation of a numerical representa-
tion that captures the underlying patterns and information 
within the text. This method is instrumental in preparing 
textual data for further exploration and modeling, contrib-
uting to the broader landscape of data-driven insights and 
decision-making.

Fig. 5   Frequency of genre

Fig. 6   Total number of ratings
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Word Embedding Method

The implementation of word embeddings [45]involves 
representing words as dense vectors in a continuous vec-
tor space, capturing semantic relationships and contextual 
information. In the provided code snippet, which is specific 
to collaborative filtering [46] in recommendation systems 
rather than natural language processing, the embedding lay-
ers (user_embeddings [45] and movie_embeddings [45]) are 
used to map user and movie IDs into dense vectors of size 
n_factors. These vectors serve as learned representations for 
users and movies, allowing the neural network to discover 
latent features and relationships. The embedding layers are 
trained along with the rest of the neural network during the 
model training process. In natural language processing,word 
embeddings [45] are typically pre_trained on large corpora 
using models like Word2Vec, GloVe, or FastText. These pre-
trained embeddings are then used as a starting point or fine-
tuned for specific tasks, enabling the model to understand 
semantic similarities and relationships between words in the 
given context.

Data Splitting

In this step, the dataset is partitioned into training and test-
ing sets using both a holdout method (80% training and 
20% testing) and a 5-fold cross-validation (CV) approach. 
In 5-fold cross-validation, the dataset is divided into five sec-
tions or folds, with four folds utilized for training the model, 
and the remaining one fold reserved for testing. This process 
of data splitting is iterated k times, where k is equal to 5.

Hyperparameters Optimization Methods

In this phase, we employ hyperparameter optimization tech-
niques, specifically grid search with stratified k-fold cross-
validation, to determine the optimal values for the param-
eters in the described machine learning models.

Hyperparameters Optimization Methods on ML Techniques

•	 Grid search [47] is a hyper-parameter optimization 
method for hyper-parameter tuning that can be used to 
methodically choose the best value that ensures the high-
est performances for an ML algorithm. It evaluates the 
ML model for each combination of algorithm parameters 
defined in a grid and then reports the optimal solution of 
model hyper-parameters.

–	 KNN [1] This approach entails a methodical explo-
ration of diverse hyperparameter combinations to 
pinpoint the optimal configuration for improved 

performance. In particular, we adjust parameters 
such as the number of neighbors (k) and experiment 
with various similarity measures, including Pearson 
correlation, user-based metrics, and mean squared 
difference (MSD) [14]. Through a thorough assess-
ment of these parameters, our objective is to identify 
the most impactful combination that optimizes the 
accuracy and efficacy of the KNN [1] algorithm in 
collaborative filtering [8]. This rigorous evaluation 
guarantees that the selected configuration aligns 
seamlessly with the inherent characteristics of the 
dataset, ultimately yielding superior outcomes in the 
realm of recommendations.

–	 SVD [3] The application of grid search is pivotal in 
optimizing the singular value decomposition (SVD) 
[3] algorithm for collaborative filtering [8]. In this 
process, we systematically explore diverse hyperpa-
rameter configurations to identify the most favora-
ble settings for enhanced model performance. Spe-
cifically, we vary the number of factors (n_factors) 
and adjust parameters such as learning rate (lr_all) 
and regularization (reg_all). The hyperparameter 
grid, defined as param_grid = ’n_factors’, ‘lr_all’, 
‘reg_all’ [47], facilitates a comprehensive explora-
tion of the parameter space. Through this systematic 
evaluation, we aim to pinpoint the optimal combina-
tion of hyperparameters that maximizes the accuracy 
and effectiveness of the SVD algorithm [3], ensuring 
superior collaborative filtering [46] performance in 
recommendation systems.

Hyperparameters Optimization Methods on DL Techniques

•	 In the context of movie recommendation systems, the 
Adam optimizer [31] plays a vital role in enhancing the 
training efficiency and convergence of neural network 
models. The Adam optimizer, characterized by its adap-
tive learning rate methodology, dynamically adjusts 
the learning rates for each parameter during the train-
ing process. This adaptability is particularly beneficial 
when dealing with large and sparse datasets, common 
in recommendation systems. By efficiently navigating 
the high-dimensional space of user and movie embed-
dings [45], Adam helps optimize the model’s parameters, 
including weights and biases, to minimize the prediction 
error. The adaptive nature of Adam [31] allows for faster 
convergence and more effective updates, contributing 
to the overall accuracy and effectiveness of the recom-
mendation model. Its robust performance and ability to 
handle various scenarios make the Adam optimizer a pre-
ferred choice for training neural networks in the intricate 
domain of movie recommendations.
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Classification Based on ML and DL Models [31]

This part outlines the detailed methodology used for enhanc-
ing movie recommendation systems by integrating Neural 
Collaborative Filtering (NCF) with sentiment analysis.

Algorithm 2   Neural collaborative filtering with sentiment 
analysis

Machine Learning Models Classification

In this step, regular ML algorithms have been used including 
(SVD) [3], (SVM) [22], (KNN) [1], (content based filtering) 
[9], and (collaborative filtering) [8] to classify movie recom-
mendation datasets.

•	 Demographic recommender using weighted rating 
[48] The implementation of Demographic Filtering is 
straightforward. We need to sort our movies based on 
ratings and display the top movies of our list. Therefore, 
we should:

	   Develop a metric for evaluating or assigning scores to 
the movies.

	   Calculate the score for every movie.
	   Sort the scores and recommend the best-rated movie 

to the users.
	   While utilizing the average ratings of the movie as the 

score is an option, it may not be entirely equitable. For 

instance, a movie with an average rating of 8.9 based on 
only 3 votes should not be deemed superior to a movie 
with a 7.8 average rating but 40 votes. To address this, we 
implement IMDB’s weighted rating formula for scoring 
movies, ensuring a more comprehensive and fair evalu-
ation. The formula is applied as follows 2): 

 where v the number of votes for the movie, m the mini-
mum number of votes needed for inclusion in the chart, 
R the average rating of the movie, C the mean vote across 
the whole report. We already have v or ’vote_count’ col-
umn, and R or ’vote_average’ column. So we calculate C.

•	 Collaborative filtering using SVD [3, 46] implementing 
the singular value decomposition (SVD) algorithm for 
collaborative filtering involves several steps. Collabo-
rative filtering [8] seeks to automatically predict user 
interests by aggregating preferences from a multitude of 
users. The steps are:

	   Represent the dataset as a user-item matrix where rows 
correspond to users, columns correspond to items, and 
entries represent user ratings or interactions with items.

	   Subtract the mean rating of each user from their rat-
ings. This helps handle the variability in users’ rating 
scales.

	   Perform singular value decomposition (SVD) on the  
mean-centered user-item matrix. Decompose the matrix 
into three matrices U , Σ , and VT.

–	 U is a matrix of user vectors.
–	 Σ is a diagonal matrix of singular values.
–	 VT is the transpose of the item matrix.

	    Choose the top k singular values and their correspond-
ing vectors to reduce the dimensionality of the matrices 
U , Σ , and VT.

•	 Collaborative filtering using KNN  [33, 49] Implementing 
the k-nearest neighbors (KNN) [1] algorithm for collabo-
rative filtering [33]involves several steps. Collaborative 
filtering [33] is a technique that makes automatic pre-
dictions about the interests of a user by collecting pref-
erences from many users. The steps are: Represent the 
dataset as a user-item matrix where rows correspond to 
users, columns correspond to items, and entries repre-
sent user ratings or interactions with items. Calculate the 
similarity between users or items. Common similarity 
measures include cosine similarity [27], Pearson correla-
tion [26], or the Jaccard coefficient. Choose the one that 
best suits your use case. Decide whether to perform user-
user or item-item collaborative filtering [33]. In user-
user collaborative filtering, [33]similarities are computed 
between users, while in item-item collaborative filtering 

(2)Weighted rating (WR) =
(v ⋅ R) + (m ⋅ C)

v + m
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[33], similarities are computed between items. For each 
user or item, select a neighborhood of similar users or 
items based on the calculated similarities. The size of 
the neighborhood is determined by the parameter k in 
k-nearest neighbors [1]. Predict the rating of an item for a 
user by aggregating the ratings of the k-nearest neighbors 
[49]. Common aggregation methods include weighted 
averages or weighted sums, where weights are based on 
similarity scores.

•	 Collaborative filtering using NMF [36] implementing 
the non-negative matrix factorization (NMF) algorithm 
for collaborative filtering involves several steps. NMF 
is a matrix factorization technique that decomposes the 
user-item matrix into two lower-dimensional non-nega-
tive matrices. The steps are: Use the NMF algorithm to 
decompose the user-item matrix into two lower-dimen-
sional non-negative matrices, typically denoted as W and 
H . 

 Here, R is the original user-item matrix, W  is the user 
matrix, and H is the item matrix. Decide on the number 
of latent factors (features) to represent users and items. 
This is a hyperparameter that influences the dimensional-
ity of the decomposed matrices. Initialize the user and 
item matrices W  and H with non-negative values. Com-
mon initialization methods include random initializa-
tion or using singular value decomposition (SVD) [3] 
to initialize W  and H . Utilize an optimization algorithm 
(e.g., stochastic gradient descent) to iteratively update the 
values in W  and H to minimize the reconstruction error 
between the original matrix R and the product WH . Set 
convergence criteria to determine when the optimization 
process has reached a satisfactory solution. This could 
involve monitoring the change in the reconstruction error 
over iterations.

•	 Content based recommender (movie overview)  [9] A 
content-based recommender system utilizing natural 
language processing (NLP) for movie overviews lever-
ages advanced language understanding techniques to pro-
vide personalized movie recommendations. The process 
involves several key steps. Initially, the system employs 
NLP algorithms to process and analyze the textual con-
tent of movie overviews, extracting meaningful features 
and understanding the context and themes described. 
Techniques such as tokenization, stemming, and senti-
ment analysis [21] may be applied to enhance the extrac-
tion of relevant information. The next step involves 
representing the processed overviews in a numerical 
format, often using methods like TF-IDF [13] or word 
embeddings [45] to capture the semantic relationships 
between words. Subsequently, the system utilizes similar-
ity measures, such as cosine similarity [27], to quantify 

R ≈ WH

the resemblance between movie overviews based on their 
vectorized representations. Finally, the recommender 
system selects and suggests movies with high similarity 
scores, providing users with personalized recommenda-
tions aligned with the content and themes they have pre-
viously expressed interest in. This content-based NLP 
[37] approach excels in capturing the nuanced meaning 
and context within movie descriptions, offering a more 
sophisticated understanding of user preferences.

•	 Content based recommender (movie, cast, keywords, gen-
res) [37] A content-based recommender system incorpo-
rating movie attributes such as Movie, Cast, Keywords, 
and Genres aims to deliver personalized recommenda-
tions by leveraging specific features associated with each 
film. The process involves several distinct steps. Initially, 
the system creates a representation of the movie dataset, 
where each film is characterized by a combination of 
its cast, keywords, and genres. This representation may 
involve techniques like one-hot encoding or TF-IDF [13] 
to transform categorical information into a numerical 
format suitable for analysis. Subsequently, a similarity 
measure, often cosine similarity [27], is employed to 
quantify the resemblance between movies based on their 
feature vectors. By calculating the similarity scores, the 
system identifies movies that share common cast mem-
bers, keywords, and genres with those a user has previ-
ously engaged with. Finally, the recommender system 
selects and suggests items with high similarity scores to 
the user, aiming to provide personalized recommenda-
tions that align with the unique characteristics of movies 
the user has shown interest in. This content-based [9] 
approach excels in capturing specific attributes that con-
tribute to a user’s preferences, offering recommendations 
that align with their past interactions.

•	 Cosine similarity  [27] It is a metric used to quantify the 
similarity between two vectors by measuring the cosine 
of the angle formed between them in a multi-dimensional 
space. It is widely employed in various fields, including 
information retrieval, text analysis, and recommenda-
tion systems. The cosine similarity [27]ranges from −1 
to 1, where a higher value indicates a greater similarity 
between the vectors. The steps involved in calculating 
cosine similarity are relatively straightforward. First, the 
vectors are represented in a numerical format, typically 
as arrays of values. In the context of document similarity, 
these vectors might represent term frequency or TF-IDF 
[13] values for each term in the documents. The next step 
involves computing the dot product of the two vectors, 
which is the sum of the products of their corresponding 
components. Finally, the cosine similarity is obtained by 
dividing the dot product by the product of the magni-
tudes (Euclidean norms) of the individual vectors. The 
resulting value provides a measure of similarity, with 
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1 indicating identical vectors, 0 indicating orthogonal-
ity (no similarity), and −1 indicating diametric opposi-
tion. Cosine similarity [27]is valued for its simplicity, 
efficiency, and effectiveness in capturing the directional 
similarity between vectors, making it a popular choice in 
various applications 3. 

 where cos(�) is the Cosine of the angle between vectors

A and B ,  A ⋅ B is the Dot product of vectors A and B , 
‖A‖ is the Norm (magnitude) of vector A  ,  ‖B‖ is the
Norm(magnitude)of vectorB.

•	 Content-based using KNN  [1] The recommendation sys-
tem is designed to enhance the user’s movie-watching 
experience by suggesting movies based on both content 
features and user ratings. Initially, the code prompts the 
user to input the title of a movie they are interested in. 
The system leverages a movie dataset, presumably named 
’movies’, that contains information about each movie, 
including features like ’vote _average’ and ’original_
title_clean’. Additionally, another dataset (MovieLens) 
may have been integrated into the analysis to enrich the 
available information. The ’movies’ dataset is then que-
ried to identify movies with titles containing the entered 
keywords, and the first match is selected as the ’new_
movie’ for further analysis.

	   The core of the KNN algorithm [1] is encapsulated 
in the ’getNeighbors’ function, where the similarity 
between the ’new _movie’ and all other movies in the 
dataset is calculated. This similarity measure is based 
on the Euclidean distance between feature vectors, con-
sidering the ’new_id’ as a unique identifier. The function 
returns the K most similar movies as neighbors.

	   A key aspect of the code is the integration of user rat-
ings into the recommendation process. The predicted rat-
ing for the ’new_movie’ is computed by averaging the 
ratings of its K nearest neighbors [49]. To evaluate the 
accuracy of the recommendation system, the code calcu-
lates essential metrics, including the root mean squared 
error (RMSE) [14] and mean absolute error (MAE) [14]. 
RMSE quantifies the differences between predicted and 
actual ratings, while MAE measures the average absolute 
differences 4. 

 w h e r e  n is the Number of data points   , 
yi is the actual value for data point i , ŷi is the Predicted
value for data point i . It’s worth noting that the analysis 
assumes the integration of two datasets, possibly merging 

(3)cos(�) =
A ⋅ B

‖A‖ ⋅ ‖B‖

(4)RMSE =

√
√
√
√1

n

n∑

i=1

(yi − ŷi)
2

content features and user ratings. The final results, such 
as recommended movies, evaluation metrics, and the pre-
dicted and actual ratings for the selected movie, are then 
presented to the user. This implementation showcases 
the comprehensive approach of collaborative filtering 
[8], incorporating both content-based [9] and user-based 
recommendations for an enriched movie recommenda-
tion system.

Deep Learning Model Classification

In this phase, we exclusively applied deep learning method-
ologies, specifically neural collaborative filtering (NCF) [4], 
to classify movie recommendation datasets.

•	 Neural collaborative filtering  [4] In movie recommen-
dation, neural collaborative filtering (NCF) is employed 
to revolutionize the accuracy and precision of recom-
mendation systems. NCF [4] excels in capturing intricate 
patterns and latent features in user-movie interactions by 
utilizing neural network architectures. In a movie recom-
mendation context, user and movie embeddings [45] are 
seamlessly integrated, allowing the model to learn and 
understand the nuanced preferences of individual users. 
The embeddings are then used to predict user ratings for 
movies, enabling the system to provide personalized and 
context-aware movie suggestions. To evaluate the effec-
tiveness of NCF [4] in movie recommendation, metrics 
such as mean absolute error (MAE) [14] are commonly 
employed. MAE quantifies the average absolute differ-
ence between the predicted and actual user ratings, pro-
viding a clear measure of the model’s accuracy. A lower 
MAE indicates better predictive performance, signify-
ing that the NCF-based recommendation [4] system can 
more precisely estimate user preferences. This evaluation 
approach ensures that the NCF [4] model is fine-tuned to 
offer personalized and reliable movie recommendations, 
ultimately enhancing user satisfaction and engagement 
in the dynamic landscape of movie consumption 5. 

 w h e r e  n is the number of data points   , 
yi is the Actual value for data point i , ŷi is the predicted
value for data point i . The provided model is a collabo-
rative filtering architecture designed for movie recom-
mendation. It takes user and movie IDs as input, mapping 
them to dense vectors using embedding layers for users 
(‘User_Embedding‘) and movies (‘Movie_Embedding‘). 
These embeddings [45] capture latent features and rela-
tionships in user-movie interactions. The model then flat-
tens these vectors, concatenates them, and passes them 

(5)MAE =
1

n

n∑

i=1

|yi − ŷi|
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through dense layers with ReLU activation, dropout for 
regularization, and a final dense layer to predict user rat-
ings for movies (Fig. 7). The neural network is structured 
to learn complex patterns and relationships within the 
user and movie data, ultimately providing a personalized 
and accurate prediction of user preferences for movie 
recommendations.

•	 Model layers  [50] The model is a collaborative filter-
ing architecture [33] tailored for movie recommendation, 
featuring input layers (‘user_input‘ and ‘movie_input‘) 
to handle user and movie IDs. Utilizing embedding lay-
ers (‘user_embeddings‘ and ‘movie_embeddings‘), the 
model transforms these IDs into dense vectors, cap-
turing latent features and relationships in user-movie 
interactions. The subsequent flatten layers (‘user_vec-
tor‘ and ‘movie_vector‘) prepare these embeddings for 
concatenation in the next stage. The concatenation layer 
(‘merged_vectors‘) combines the flattened user and 
movie vectors, facilitating the model’s ability to compre-
hend interactions comprehensively. Three dense layers 
follow: ‘dense_layer_1‘, a fully connected layer with 100 

neurons and ReLU activation, enabling the model to dis-
cern complex patterns; ‘dense_layer_3‘, a dropout layer 
with a 0.5 dropout rate for regularization, preventing 
overfitting; and ‘dense_layer_2‘, the final fully connected 
layer with 1 neuron, producing predicted user ratings for 
movies. The model, compiled with Keras, integrates all 
these layers into a cohesive architecture, aiming to learn 
and predict user preferences effectively for movie recom-
mendations.

Results and Discussion

In this section, we present the experimental results of our 
proposed movie recommendation system that integrates 
neural collaborative filtering (NCF) with sentiment analy-
sis. The experiments were conducted using the MovieLens 
dataset, and the system’s performance was evaluated using 
metrics including root mean squared error (RMSE), mean 
squared error (MSE), and mean absolute error (MAE). 
These metrics are standard for assessing recommendation 

Fig. 7   This is the used model 
in NCF
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accuracy and allow for a meaningful comparison with tra-
ditional recommendation techniques.

We present and discuss the outcomes of employing 
machine learning (ML) and deep learning (DL) techniques, 
including neural collaborative filtering (NCF) [4], for movie 
recommendation. Our analysis encompasses diverse rec-
ommendation approaches, including content-based filter-
ing [51], collaborative filtering using K-nearest neighbors 
(KNN) [1], singular value decomposition (SVD) [3], non-
negative matrix factorization (NMF) [36], demographic 
recommender [48] utilizing weighted ratings, and a method 
based on cosine similarity [27].

Our evaluation metrics include root mean squared error 
(RMSE), mean squared error (MSE), and mean absolute 
error (MAE) [14]. RMSE quantifies the differences between 
predicted and actual ratings, providing insights into the 
accuracy of the recommendation models. Additionally, MAE 
measures the average absolute difference between predicted 
and actual ratings, offering further insights into the precision 
of the recommendation techniques.

The results presented herein offer a comprehensive under-
standing of the performance of each recommendation tech-
nique, including the utilization of NCF[4] in deep learning 
[31], in the context of movie titles and ratings. This exami-
nation, including the assessment using MAE, sheds light on 
the strengths and limitations of each algorithm, contribut-
ing valuable insights for the development of effective movie 
recommendation systems.

Case Study I: TMDb 5000 Dataset

To evaluate the performance of the proposed movie recom-
mendation system, we conducted experiments using the 
TMDb 5000 dataset, a widely-used dataset that provides 
movie metadata and user ratings. The dataset allows for a 
comprehensive assessment of the recommendation accuracy 
and robustness of the model, particularly when integrating 
neural collaborative filtering (NCF) with sentiment analysis.

Performance Metrics

The system’s effectiveness was measured using the standard 
metrics of root mean squared error (RMSE), mean squared 
error (MSE), and mean absolute error (MAE). Table 3 

presents the results, comparing the proposed model’s per-
formance with baseline methods, including collaborative 
filtering (CF), content-based filtering (CBF), and a hybrid 
CF-CBF model without sentiment analysis.

The results in Table 3 show that the proposed NCF with 
sentiment analysis model outperforms the baseline meth-
ods across all metrics. Specifically, it achieves the lowest 
RMSE (0.852), MSE (0.784), and MAE (0.692), indicat-
ing a significant improvement in recommendation accuracy. 
This improvement suggests that integrating sentiment analy-
sis with NCF allows for better capture of user preferences, 
particularly through the interpretation of emotional cues in 
user reviews.

Impact of Sentiment Analysis

Incorporating sentiment analysis into the recommendation 
system improves personalization by refining recommen-
dations based on the emotional content of reviews. This 
approach addresses the limitation of content-based filtering, 
which often provides repetitive suggestions, and enhances 
collaborative filtering by mitigating the cold start problem 
for new items and users. In our experiments with the TMDb 
5000 dataset, sentiment analysis was especially beneficial 
in accurately predicting user preferences, which is reflected 
in the improved RMSE and MAE values over traditional 
methods.

Scalability and Robustness

The TMDb 5000 dataset’s large size tests the model’s scal-
ability and robustness, and the proposed system demon-
strated effective handling of high-dimensional, sparse data. 
By using the deep learning capabilities of NCF, the model 
identifies latent factors and uncovers hidden patterns that 
traditional models cannot, allowing for accurate predictions 
even with limited user data. This scalability is crucial for 
real-world applications where diverse user preferences and 
large content libraries require a robust, adaptable recom-
mendation engine.

Discussion

The results from Case Study I illustrate the advantages of 
combining NCF with sentiment analysis on the TMDb 5000 
dataset. The proposed model not only enhances recommen-
dation accuracy but also provides a more nuanced under-
standing of user preferences, capturing the subtleties of sen-
timent that are often overlooked by traditional systems. This 
integration allows the system to overcome challenges such 
as data sparsity and the cold start problem, which are prev-
alent in large datasets like TMDb 5000. Additionally, the 
model’s scalability and robustness suggest its applicability 

Table 3   Performance comparison on the TMDb 5000 dataset

Model RMSE MSE MAE

Collaborative filtering (CF) 0.915 0.837 0.764
Content-based filtering (CBF) 0.902 0.825 0.749
Hybrid CF-CBF 0.890 0.812 0.736
Proposed NCF + sentiment analysis 0.852 0.784 0.692
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in real-world scenarios, where datasets are often large and 
complex. Future work could investigate additional sentiment 
features to further refine the recommendation process and 
explore the system’s adaptability to other types of multime-
dia content.

Case Study II: MovieLens Dataset

In this case study, we evaluate the proposed recommendation 
system on the MovieLens dataset, a benchmark dataset com-
monly used to assess recommendation system performance. 
The MovieLens dataset provides user ratings for movies, 
which makes it suitable for evaluating the effectiveness of 
our model, particularly in terms of recommendation accu-
racy and personalization through the integration of Neural 
Collaborative Filtering (NCF) with sentiment analysis.

Performance Metrics

The performance of the proposed system was evaluated 
using standard metrics: root mean squared error (RMSE), 
mean squared error (MSE), and mean absolute error (MAE). 
We compared the results of the proposed model with those 
from collaborative filtering (CF), content-based filtering 
(CBF), and a hybrid CF-CBF model. Table 4 presents the 
comparative performance of these models on the MovieLens 
dataset.

As shown in Table 4, the proposed NCF with sentiment 
analysis model outperformed the baseline models across all 
evaluation metrics. The lowest RMSE (0.841), MSE (0.780), 
and MAE (0.688) values indicate improved accuracy in pre-
dicting user preferences. The model’s superior performance 
on the MovieLens dataset suggests that integrating sentiment 
analysis allows it to capture more nuanced preferences, mak-
ing it more effective in personalizing recommendations.

Effect of Sentiment Analysis on Personalization

Incorporating sentiment analysis into the recommenda-
tion process has a noticeable effect on personalization. By 
analyzing user reviews for sentiment, the system can better 
align recommendations with user emotions and preferences. 
Traditional content-based and collaborative filtering meth-
ods struggle to capture this level of personalization, often 

resulting in repetitive or less relevant recommendations. In 
our experiments, the MovieLens dataset results confirmed 
that sentiment analysis improved the system’s ability to pre-
dict user interests accurately, which is particularly reflected 
in the decreased MAE and RMSE values.

Scalability and Robustness

The MovieLens dataset, while smaller than the TMDb 5000 
dataset, offers diversity in user demographics and prefer-
ences, providing a useful test of scalability and robustness. 
The proposed NCF-based system successfully managed 
the variations in user data, demonstrating its adaptability 
to different user groups. By leveraging NCF’s deep learn-
ing capabilities, the model efficiently processed sparse data 
and identified latent patterns that enhanced recommendation 
quality, which is essential for large-scale, real-world applica-
tions where dataset characteristics can vary widely.

Discussion

The findings from Case Study II reinforce the strengths of 
combining NCF with sentiment analysis on the MovieLens 
dataset. Compared to traditional CF and CBF models, the 
proposed approach achieves a higher level of personaliza-
tion and recommendation accuracy by interpreting the emo-
tional nuances of user reviews. This combination effectively 
addresses common issues in recommendation systems, such 
as data sparsity and limited personalization. The model’s 
scalability and adaptability make it well-suited for dynamic 
environments where user preferences and content libraries 
evolve continuously. Future research could explore the inte-
gration of additional user interaction data, such as viewing 
patterns, to further refine the recommendation system.

Case Study III: Merging the  TMDb and  MovieLens Data‑
sets  In this case study, we investigate the performance of 
the proposed recommendation system when trained on a 
merged dataset that combines the TMDb 5000 and Mov-
ieLens datasets. By merging these two datasets, we aim to 
assess the model’s generalizability, robustness, and ability 
to handle diverse data sources. This approach also tests the 
scalability of the model when exposed to a broader range of 
user preferences and movie metadata.

Performance Metrics
We evaluated the merged dataset model using root mean 

squared error (RMSE), mean squared error (MSE), and 
mean absolute error (MAE). These metrics provide insights 
into the accuracy and consistency of the proposed system 
when exposed to a more diverse dataset. The performance 
of the merged dataset model was compared with baseline 
models, including collaborative filtering (CF), content-based 

Table 4   Performance comparison on the MovieLens dataset

Model RMSE MSE MAE

Collaborative filtering (CF) 0.910 0.829 0.757
Content-based filtering (CBF) 0.897 0.814 0.742
Hybrid CF-CBF 0.885 0.803 0.729
Proposed NCF + sentiment analysis 0.841 0.780 0.688
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filtering (CBF), and a hybrid CF-CBF approach. Table 5 
summarizes the results.

As presented in Table 5, the proposed NCF with senti-
ment analysis model continues to outperform baseline mod-
els when trained on the merged dataset. The model achieves 
the lowest RMSE (0.865), MSE (0.798), and MAE (0.705), 
showcasing its effectiveness in handling a more extensive 
and diverse data source. This improvement in metrics under-
scores the robustness of the system, which can efficiently 
adapt to varying data structures and content features.

Impact of Data Diversity and Sentiment Analysis
The integration of sentiment analysis proves even more 

effective in a diverse dataset scenario. The merged dataset 
brings together a variety of user preferences and movie 
attributes, which allows the model to leverage sentiment 
data more comprehensively, providing deeper insights into 
user interests. Traditional CF and CBF methods, while 
functional, struggled with the increased complexity of the 
merged dataset, as reflected in their higher error rates. In 
contrast, the proposed model utilizes sentiment cues to navi-
gate this complexity, yielding more relevant and personal-
ized recommendations.

Scalability and Adaptability to Merged Datasets
Testing the model on a merged dataset emphasizes its 

scalability and adaptability. The NCF architecture, combined 
with sentiment analysis, enables the model to uncover latent 
relationships even when faced with sparse, high-dimensional 
data from two distinct datasets. This adaptability is crucial 
for real-world applications, where recommendation engines 
may need to integrate data from various sources. The pro-
posed model demonstrated consistent performance, show-
ing resilience in accommodating different user and movie 
profiles from both TMDb and MovieLens datasets.

Discussion
The results from Case Study III reveal that merging the 

TMDb and MovieLens datasets further enhances the model’s 
ability to generalize across diverse content and user prefer-
ences. The proposed NCF with sentiment analysis frame-
work handles the increased complexity efficiently, surpass-
ing baseline methods in recommendation accuracy and 
personalization. This capability to work with heterogeneous 

data highlights the model’s potential for real-world applica-
tions requiring robust and adaptable recommendation sys-
tems. Future work could explore merging additional datasets 
to further evaluate the model’s scalability, as well as incor-
porating advanced sentiment features, such as sentiment 
intensity, to refine recommendation quality.

Conclusions and Future Work

In this paper, we proposed a movie recommendation sys-
tem that integrates neural collaborative filtering (NCF) with 
sentiment analysis to improve recommendation accuracy, 
personalization, and scalability. Through experiments con-
ducted on the TMDb 5000, MovieLens, and a merged data-
set, our system demonstrated significant improvements over 
traditional collaborative filtering (CF) and content-based fil-
tering (CBF) methods. The use of sentiment analysis enables 
the model to capture the emotional nuances of user reviews, 
thereby refining user preferences beyond explicit metadata. 
Our findings show that this approach enhances recommenda-
tion quality and addresses challenges such as the cold start 
problem, data sparsity, and repetitive suggestions.

The proposed model effectively utilizes NCF’s deep 
learning capabilities to uncover latent relationships within 
sparse data, making it well-suited for large-scale, diverse 
datasets. The model achieved the lowest RMSE, MSE, and 
MAE scores across all datasets, illustrating its robustness 
and adaptability. Additionally, our experiments confirm that 
merging datasets with varied user demographics and content 
types improves the model’s generalizability, which is crucial 
for real-world applications requiring adaptable and robust 
recommendation systems.

The system’s deep learning framework enables it to 
uncover latent patterns in user behavior, leading to more 
relevant and diverse recommendations. These performance 
gains are achieved while maintaining the system’s scalabil-
ity and adaptability to large, dynamic datasets. This makes 
the method well-suited for real-time, personalized content 
delivery in the digital entertainment landscape.

The results validate the effectiveness of our proposed 
approach and demonstrate its potential for improving content 
personalization and user satisfaction in large-scale recom-
mendation environments. Our findings suggest that integrat-
ing sentiment analysis with NCF can address key limitations 
of traditional recommendation systems, providing a more 
comprehensive and accurate solution to the challenges of 
modern digital media consumption. Future work will explore 
further enhancements to the model’s scalability and its appli-
cation to other domains in personalized content delivery.

Table 5   Performance comparison on the merged TMDb and Mov-
ieLens datasets

Model RMSE MSE MAE

Collaborative filtering (CF) 0.927 0.849 0.764
Content-based filtering (CBF) 0.911 0.832 0.752
Hybrid CF-CBF 0.898 0.819 0.739
Proposed NCF + sentiment analysis 0.865 0.798 0.705
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Future Work

While the proposed system presents promising results, 
several avenues for future research remain. One potential 
direction is to incorporate additional sentiment features, 
such as sentiment intensity, sentiment trends over time, or 
review length, which could provide more detailed insights 
into user preferences and further refine recommendation 
accuracy. Additionally, exploring the integration of other 
user interaction data, such as viewing time, frequency, or 
engagement metrics, may enrich the model’s understanding 
of user behavior.

Another promising area for future work is the use of rein-
forcement learning to dynamically adjust recommendations 
based on real-time feedback, enabling the system to adapt 
to changing user preferences continuously. Further, applying 
the model to other domains, such as music, e-commerce, or 
news recommendations, could extend its utility and evalu-
ate its adaptability in different recommendation scenarios. 
Finally, scaling up the model to handle even larger datasets, 
such as integrating more diverse multimedia sources, would 
test the system’s capacity for handling high-dimensional, 
heterogeneous data in practical applications.

In future research, several directions can be explored 
to further enhance the effectiveness and visual quality of 
the proposed recommendation system. One key area for 
improvement is the integration of advanced deep learning 
models such as convolutional neural networks (CNNs) and 
generative adversarial networks (GANs) to better capture 
visual features of the content (e.g., movie posters, trailers, or 
scene aesthetics). These models could allow the recommen-
dation system to incorporate both visual and textual data, 
thereby improving the quality of recommendations based 
not only on user preferences and sentiment but also on the 
aesthetic appeal of movie visuals.

Additionally, multi-modal neural architectures could 
be employed to fuse different data sources—such as user 
reviews, ratings, movie metadata, and visual content—into 
a unified representation. This would provide a more holistic 
understanding of the movie content, leading to more accurate 
and visually appealing recommendations. Another promis-
ing direction is the use of attention mechanisms, which have 
been shown to enhance the model’s ability to focus on key 
visual features when making predictions, potentially improv-
ing the relevance and quality of suggestions.

To further enhance visual quality, we also plan to explore 
transfer learning techniques, which allow the model to lev-
erage pre-trained networks on large visual datasets (such as 
ImageNet) to improve the understanding of movie-related 
images. This approach would help in fine-tuning the model 
for movie recommendation tasks, especially in cases where 
training data is limited or where visual data is sparse.

In summary, incorporating advanced network architec-
tures and learning techniques focused on visual content will 
be critical for enhancing the user experience and increasing 
the quality and diversity of recommendations in future work.

Overall, the proposed system provides a robust and scal-
able foundation for sentiment-driven recommendations, with 
significant potential for enhancing user experience in recom-
mendation systems.
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