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ARTICLE INFO ABSTRACT
Keywords: Mobile Edge Computing (MEC) and Federated Learning (FL) have recently attracted considerable
Mobile Edge Computing interest for their potential applications across diverse domains. MEC is an architecture for

Federated Learning
Privacy-Preserving Algorithms
Resource Allocation

Data Offloading

distributed computing that utilizes computational capabilities near the network edge, enabling
quicker data processing and minimizing latency. In contrast, FL is a method in the field of Ma-
chine learning (ML) that allows for the simultaneous involvement of multiple participants to
collectively train models without revealing their raw data, effectively tackling concerns related to
security and privacy. This systematic review explores the core principles, architectures, and ap-
plications of FL within MEC and vice versa, providing a comprehensive analysis of these tech-
nologies. The study emphasizes FL and MEC’s unique characteristics, advantages, and drawbacks,
highlighting their attributes and limitations. The study explores the complex architectures of both
technologies, showcasing the cutting-edge methods and tools employed for their implementation.
Aside from examining the foundational principles, the review explores the depths of the internal
mechanisms of FL and MEC, offering a valuable in-depth of their architecture understanding and
the fundamental principles and processes that facilitate their operation. At last, the concluding
remarks and future research directions are provided.

1. Introduction

The rapid proliferation of the Internet of Things (IoT), as well as interconnected devices, has led to a substantial increase in data
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generation, presenting new challenges in processing and data management [1,2]. The data generated by these devices frequently need
more organization, completeness, and cohesiveness, posing difficulties in extracting valuable insights [3]. Furthermore, gathering
sensitive and personal data has generated considerable concerns in terms of security and privacy concerns [4]. Although cloud
computing has been extensively utilized for managing considerable amounts of data, the suitability of IoT devices can be improved
because of the enormous amount of data that has been generated and the demand for the processing which is real-time [5,6]. The
typical method of cloud computing involves sending all data produced by IoT devices to a central server for processing [7,8].
Nevertheless, this approach poses two notable challenges. Primarily, it requires a considerable amount of the available network ca-
pacity for data transmission, leading to increased expenses and decreased processing speeds [9]. Moreover, the data transmission to a
managed server raises concerns in terms of security and privacy concerns since the network is transferring confidential data [10].

MEC is one of the solutions to these issues. By conducting data processing and computations at the network edge near the data
source, MEC presents a distributed computing model as an alternative to allocating it to a managed data center. As a result, MEC
enables local data processing and minimize network latency [11]. By bringing computing resources closer to the edge of the network,
MEC enables real-time data processing and analysis, improving the performance of mobile applications and reducing the amount of
data that needs to be transmitted over the network [12]. This can help to reduce network congestion and improve overall network
efficiency, enabling operators to deliver high-quality services to their customers. MECs find applications in diverse industries,
showecasing their versatility across various use cases [13]. For instance, MECs can enhance factory operations in the manufacturing
sector by detecting and monitoring machine performance malfunctions and forecasting maintenance requirements [14,15]. In
healthcare, MEC can track and analyze medical imagery and patient vital signs and deliver immediate feedback to healthcare prac-
titioners [16]. In the transportation sector, MEC can be utilized to optimize traffic flow, mitigate accidents, and enhance vehicle safety
[17].

FL is a methodology in ML that enables multiple devices to collaborate and learn together without sharing raw data [18,19]. For the
first time, Google Company introduced FL in 2016 to enable users to update their models while keeping their data private. FL is also
important for IoT devices and MEC users because sensitive data be transmitted over wireless networks [20,21]. By allowing devices to
obtain knowledge from the data of other devices without the need for data transmission to a managed central server, FL ensures the
preservation of security and privacy [22].

Considering the potential capabilities of the MEC in distributed computing, recently MECs have been widely used for implementing
FL. By providing real-time data processing and analysis, MECs enable the development of new types of applications and services that
are based on FL [23]. Nevertheless, realizing these objectives presents considerable difficulties, including ensuring the security and
privacy of user data and managing the intricacies of distributed computing architectures [21]. To address these challenges, researchers
and industry experts explore new approaches and introduce solutions for conducting FL using MEC. Fig. 1 depicts the cohesive ar-
chitecture of FL integrated with MEC. This illustration emphasizes the role of localized data processing and model training directly at
the network edge, which are crucial for enhancing data privacy and minimizing communication delays. By executing data processing
tasks closer to the data source, this integration significantly improves response times and operational efficiency. Such architectural
synergy is advantageous in edge computing environments where speed and privacy are paramount.

To the best of our knowledge, there are significant gaps in the literature regarding the recent studies [24-28], such as the
comprehensive evaluation of privacy-preserving techniques in FL systems, the integration between different FL. and MEC architectures,
and the real-world scalability of these technologies across diverse networks and devices. Additionally, there is a lack of in-depth
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Fig. 1. Architecture combining FL and MEC to enhance privacy.
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analysis on the impact of edge device variability on overall system performance and the development of adaptive algorithms that can
dynamically adjust to changing network conditions and data distributions. Our research addresses these gaps by exploring optimized
resource allocation methods to enhance computational efficiency across diverse IoT environments, examining the impact of various
data offloading strategies on device performance and energy efficiency, and evaluating how scheduling and load balancing improve FL
system efficacy and reliability. We also assess different architectural configurations for optimal performance, scalability, and security,
analyze the effects of simulation tools on model validation and reproducibility, and propose the need for new benchmark datasets and
evaluation metrics to assess FL frameworks accurately. These explorations aim to advance FL and MEC integration, filling crucial
research voids and supporting the development of robust, efficient, distributed computing environments.

1.1. Scope of the study

This paper reviews and classifies the MEC-based FL schemes proposed in the recent literature. We aim to provide a comprehensive
overview of these two emerging technologies’ potential benefits and challenges, thereby informing future research in this dynamic
field. We adhere to a specific methodology to ensure the systematic and transparent selection and analysis of the research articles. The
paper meticulously classifies the studied MEC-based FL schemes based on their utilized algorithms, architecture, and the services they
provide. A detailed comparison of their capabilities is also presented, focusing on the employed algorithms, datasets, evaluation
factors, simulation tools, environments, and the contexts in which they are operational.

1.2. Motivation of the study

The motivation behind this study originates from the growing significance of FL in enhancing the capabilities of distributed
computing through MEC environments. This combination is increasingly acknowledged as a transformative method that can revo-
lutionize various fields by facilitating the creation of intelligent systems. Moreover, the paper highlights the key findings and main
contributions of recent studies in the field, providing a background that is particularly beneficial for novice researchers in Federated
Learning. By elucidating the promising nature of FL on MEC, this study aims to spur further research and development, addressing the
open issues and challenges that remain. The conclusion summarizes the main contributions and outlines the potential directions for
future work in enhancing and expanding the capabilities of MEC-based FL schemes. The main contributions of this research are as
follows:

e This research thoroughly examines FL operational methods within MEC environments, highlighting the current state of the art and
identifying critical areas for improvement.

It introduces recent schemes for optimizing FL in MEC settings, focusing on enhancing performance and reliability, which are
crucial for deploying FL in real-world scenarios.

The study introduces frameworks for FL approaches in MEC environments and vice versa, incorporating a wide range of parameters
and metrics to assess performance and efficiency comprehensively.

It offers valuable insights into the architecture of FL-based schemes, providing a detailed analysis of how different architectures and
environments influence the effectiveness of FL-MEC implementations.

This research reviews simulation frameworks, platforms, and tools used in existing FL studies within the MEC environment. It also
examines the datasets employed to evaluate FL schemes, contributing to a better understanding of FL’s practical applications.
The study identifies current research gaps and outlines future directions for FL in MEC and vice versa, including potential areas for
improvement, novel applications, and emerging challenges, laying the groundwork for future advancements in the field.

The rest of this article is organized as follows: Section 2 outlines the review methodology employed in this study. Section 3 provides
an essential background on FL and MEC, which is crucial for a deeper understanding of these technologies. Section 4 introduces a
taxonomy of the proposed FL schemes within MEC environments, offering an in-depth examination of these approaches. Section 5
delves into a discussion and comparison of the critical attributes of the FL schemes designed for MEC settings, and Section 6 highlights
future research directions and unresolved challenges. The article concludes with Section 7, summarizing the main findings.

2. Research methodology

This section outlines the research methodology employed to conduct this study. At first, a specific procedure is employed to
categorize and choose articles, which involves the following steps:

e We establish the research questions that this review article will answer.

e Based on these research questions and the study topic, we identify the relevant keywords.

e Using these keywords, the necessary search strings are constructed and searched in the proper scientific databases.

e The identified papers undergo screening, where inclusion and exclusion criteria are applied to determine the final selection.
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2.1. Research questions

This study addresses critical questions related to the optimization of FL in MEC environments, focusing on enhancing performance,
reliability, and architectural design. The questions we intend to explore include:

e How can resource allocation methods be optimized in FL systems within MEC to enhance computational efficiency and learning
outcomes across diverse IoT environments?

e What are the effects of different data offloading strategies on IoT devices’ performance and energy efficiency within FL and MEC
frameworks?

e How do scheduling and load balancing contribute to the overall efficacy and reliability of FL deployments in MEC environments?

e What architectural configurations between 2-tier and 3-tier models offer the best performance, scalability, and security balance for
FL implementations in MEC?

e How do the different simulation tools and environments impact the validation and reproducibility of FL. models in MEC settings?

e What new benchmark datasets and evaluation metrics are required to more accurately assess the performance and robustness of FL
frameworks in IoT and MEC applications?

2.2. Review process
To indicate the necessity of conducting this study, the related review articles on MEC-based FL schemes are searched:

Edge Computing Federated Learning Survey

Edge Computing Federated Learning Review

Edge Computing Federated Learning Overview
Mobile Edge Computing Federated Learning Survey
Mobile Edge Computing Federated Learning Review
Mobile Edge Computing Federated Learning Overview
MEC Federated Learning Survey

MEC Federated Learning Review

MEC Federated Learning Overview

Table 1
Overview of related review articles on FL in MEC networks.

Ref Publisher  Year  Study area Limitations The main purpose of the survey

[29]  IEEE 2021  Blockchain-enabled FL in MEC This article does not cover many This survey explores opportunities and challenges,
Networks. important articles that have been this survey integrates FL and blockchain in MEC,

published. aiming to enhance privacy, security, and
decentralization while addressing communication
costs, resource allocation, and incentive
mechanisms.

[24]  MDPI 2021  FL implementation and This survey only reviews the articles Provide a study on implementing FL in EC
challenges in Edge Computing. published earlier than 2021. environments, addressing challenges, solutions, and

applications.

[25]  MDPI 2022  FL for EC with Limited Poor categorization of subjects and Surveying the methods of FL for EC, focusing on
Computational Resources. inadequate robust papers. limited computational resources, addressing

challenges, exploring application possibilities, and
highlighting privacy and security concerns in the
context of edge devices.

[30] IEEE 2020  FL in Mobile Edge Networks is An inadequate number of newly To comprehensively survey and explore the use of FL
used to optimize mobile edge presented papers. in Mobile Edge Networks, addressing challenges
networks. such as communication costs, resource allocation,

privacy, and security, and discussing applications
and future research directions for FL in mobile edge
network optimization.

[31]  IEEE 2022  Blockchain-enabled FL for UAV The present investigation has not This survey explores the use of blockchain-enabled
Edge Computing Networks. covered many of the key articles that ~ FL in UAV edge computing networks, focusing on

have been published. issues and solutions related to privacy, trust, and
performance improvement in intelligent UAV
applications.

[32]  Elsevier 2023  Asynchronous FL with directed Inadequate directions for future This survey explores the integration of

acyclic graph-based blockchain
in edge computing.

investigation and the unavailability
of a systematic format to select the
papers.

Asynchronous FL and directed acyclic graph-based
blockchain in edge computing. It discusses
terminologies, system models, design factors,
solutions, and future directions and evaluates its
potential compared to blockchain-FL.
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Some articles were found using these search terms. Table 1 compares surveys by publication year and study focus and identifies key
limitations. It offers a detailed reference for understanding the research evolution in this field and highlights existing gaps our study
addresses.

Also, for searching the new proposal in the MEC-based federated learning context, the following search terms are used:

e Edge Computing Federated Learning
e Mobile Edge Computing Federated Learning
e MEC Federated learning

Our review paper explores the integration of FL within MEC systems, addressing significant gaps in the existing literature. While
previous studies have utilized AI to enhance MEC operations, they often lack a comprehensive discussion on the specific types of
Al—such as ML, deep learning, and reinforcement learning—and their suitability for different MEC scenarios. Our research questions
probe how Al-driven resource allocation, data offloading, and load balancing can optimize performance and energy efficiency across
diverse IoT environments. We also scrutinize the effectiveness of different architectural configurations and simulation tools in
improving FL implementation. This review highlights the novelty and recent contributions of Al in FL, including advancements in
algorithms that ensure better data handling and decision-making accuracy. We address the limitations of current methodologies, such
as the convergence and stability of Al models, and provide a thorough impact assessment and cost-benefit analysis. Our discussion
extends to the fairness of the Al-driven decisions and the transparency of the methods used, filling a critical gap by providing a detailed
categorization of Al strategies and evaluating their practical implications within FL. and MEC frameworks. This approach clarifies Al's
potential in enhancing MEC and underscores the need for robust, fair, and efficient Al solutions in managing complex network
environments.

Fig. 2 showcases the various scientific databases utilized to compile relevant literature on MEC and FL. This figure highlights the
extensive range of sources from well-known academic journals and conference proceedings hosted on platforms such as IEEE Xplore,
ACM Digital Library, and ScienceDirect to ensure a thorough review. Initially, this search yielded a total of 1379 research articles,
which were subsequently refined and filtered to include only relevant articles to our study. Our literature review primarily focused on
the topics of FL, MEC, and edge computing, which served as our primary search terms. After eliminating duplicate records, 482 articles
were excluded from further analysis. Subsequently, we assessed the remaining articles based on their titles and abstracts, determining
that 620 publications did not meet the eligibility criteria set for our review. We considered all original research articles and conference
papers, provided they were written in English. Among the remaining articles, 196 were eliminated due to their failure to meet our
eligibility requirements, and 23 were rejected for other reasons. Consequently, following a meticulous application of our inclusion and
exclusion criteria, we identified 58 articles for in-depth analysis. Fig. 3 outlines the systematic process from the initial retrieval of
articles to their final selection. It demonstrates the comprehensive screening and evaluation methodologies employed to maintain the
integrity and relevance of the literature included in our study. Table 2 details the specific inclusion and exclusion criteria to select the
most relevant and high-quality articles for our systematic review. The articles were screened based on their source, title, and text. After

| IEEE explorer (ieeeexplore.ieee.org) I

Springer (Www.springer.com/gp) I

Sciencedirect (www.sciencedirect.com) |

ACM (www.acm.org) |

Scientific libraries MDPI (www.mdpi.com) |

Wiley (www.wiley.com/en-us) l

Hindi (www.hindawi.com) |

IR R

Inderscience (www.inderscience.com) |

4{ Sage (www.journals.sagehub.com) |

Fig. 2. Scientific libraries were utilized in the literature search.
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Fig. 3. The systematic review process.

Criteria for including and excluding studies in this systematic review.

Inclusion criteria

Exclusion criteria

Peer-reviewed and original research articles, as well as conference proceedings.
Articles published between 2019 and 2023.

Articles are written in English.

Articles that discuss MEC and FL.

Articles from the fields of computer science, engineering, and mathematics.
Non-peer-reviewed articles.

Articles not written in English.

Poor quality articles.

Case studies.

Books and book chapters.

Review papers that do not contain original research.

Articles that do not discuss MEC and FL.

482
Duplicated
removed

that, a scrutinizing selection process is conducted to pinpoint valid conference and journal papers. As shown in Fig. 4, this literature
review focused on 2019 through 2024. Fig. 5 depicts the number of MEC-based FL schemes provided by each publisher.

3. Research background

This section provides essential background knowledge about the MEC and FL.

3.1. MEC

IoT and a range of interconnected devices facilitated by MEC have become essential components of our daily existence, allowing
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continuous connectivity and access to information and services regardless of location or time [33]. However, MEC also poses several
challenges, which can limit its usability and effectiveness in certain contexts [33]. This section will discuss some of the main challenges
associated with MEC and explore possible solutions.

One of the primary challenges of MEC is limited bandwidth. Mobile devices typically have slower and less reliable network con-
nections than desktop computers, which can limit their ability to access and transfer data quickly [34]. This can lead to slower loading
times for websites and applications and can make it difficult to stream media or engage in real-time communication [35]. Furthermore,
as more and more people rely on mobile devices for work and communication, network congestion can become a major issue, further
limiting bandwidth availability [36].

Various approaches have been proposed to address this challenge, including the use of compression algorithms, caching, and
content delivery networks. Compression algorithms can reduce the size of data being transmitted, thereby reducing the amount of
bandwidth required [37]. Caching involves storing frequently accessed data on local devices or servers, allowing them to be accessed
more quickly without requiring a network connection [38]. Content delivery networks involve distributing content across multiple
servers, reducing the distance that data needs to travel, and improving the speed and reliability of access [39]. Another challenge is
energy consumption. Mobile devices are typically powered by batteries, which have limited capacity and can quickly drain when
devices are used heavily [40]. This can limit the usability of mobile devices, especially in contexts where charging is not readily
available. Furthermore, the energy consumption of mobile devices can also have environmental impacts, as more energy is required to
charge batteries and power devices [35].

Various approaches have been proposed to address this challenge, including power-saving modes, energy-efficient hardware and
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software, and wireless charging. Power-saving modes involve reducing the energy consumption of devices by turning off certain
features or reducing their usage, such as by reducing screen brightness or disabling background applications [41]. Energy-efficient
hardware and software involve using components and algorithms that are designed to minimize energy consumption, such as
low-power processors or power management software [42]. Wireless charging involves using electromagnetic fields to transfer energy
wirelessly, eliminating the need for physical connections and enabling charging on the go.

MEC also poses significant security challenges. Mobile devices are often used to access sensitive information, such as personal data
and financial transactions, and are therefore vulnerable to a variety of security threats, including malware, phishing attacks, and
device theft [43]. Furthermore, as mobile devices are used in various contexts, such as public Wi-Fi networks and shared workspaces,
they are also vulnerable to interception and eavesdropping. Various security measures have been proposed to address these challenges,
including encryption, biometric authentication, and remote device management. Encryption involves encoding data to prevent un-
authorized access [44], while biometric authentication involves using physiological or behavioral characteristics, such as fingerprints
or facial recognition, to verify the identity of users [33,45]. Remote device management involves using software to monitor and control
devices from a central location, enabling administrators to enforce security policies and remotely wipe data in case of theft or loss [46].
Fig. 6 summarizes the major challenges associated with implementing MEC and highlights critical areas that require strategic
attention.

In addition to addressing these operational challenges, a deeper examination of MEC architecture reveals its capacity for handling
complex data operations at the edge tier. This involves complex data routing protocols, dynamic resource allocation mechanisms, and
security features customized to edge operations. For instance, MEC can implement distributed ledger technologies to ensure trans-
parent and secure data transactions between edge devices and central servers, enhancing trust and integrity within the network.

3.2. Federated ML

ML is a subfield of Artificial Intelligence (AI) that involves developing algorithms and models that can automatically learn and
make predictions or decisions based on input data [47]. ML has become increasingly important in recent years, as it has enabled the
development of intelligent systems in a variety of domains, including computer vision, natural language processing, and autonomous
driving [48]. This method aims to enable computers to learn from data without being directly programmed. This is achieved by using
algorithms that can identify patterns in data and use these patterns to make predictions or decisions [47]. Training an ML model
requires providing it with a substantial dataset of examples, followed by adjusting its parameters to enhance its ability to accurately
forecast results for new, previously unobserved data [49].

FL is a recent development in the field of ML that aims to enable the training of models on decentralized data without requiring data
to be centralized in a single location. This is achieved by allowing multiple devices or nodes to collaboratively train an ML model while
keeping their data private and secure [50]. The concept of FL is particularly relevant in the context of IoT, where there are large
numbers of connected devices that generate vast amounts of data [51]. By enabling these devices to collaborate on training ML models,
FL can enable the development of intelligent IoT systems that can make predictions and decisions in real-time [52,53]. FL offers several
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advantages that address key concerns in the field of ML, particularly about data privacy, data security, decentralized learning, reduced
data transmission, increased data diversity, collaborative learning, edge intelligence, personalization, resource efficiency, and model
fairness [50].

Data privacy is a critical advantage of FL. Privacy-preserving algorithms, such as secure aggregation and differential privacy, allow
participating devices to contribute their local data for model training without revealing sensitive information. Federated encryption
methods enhance privacy by encrypting data during transmission and storage, ensuring only authorized entities can access the data.
Data security is another important aspect of FL. Keeping data decentralized on local devices minimizes the risk of data breaches or
unauthorized access. Secure model aggregation techniques enable the aggregation of model updates from multiple devices while
preserving the confidentiality and integrity of the data. Decentralized learning in FL reduces communication costs by performing local
model updates on participating devices. This eliminates the need to transmit large amounts of raw data to a central server, resulting in
more efficient use of network resources. Distributed model training enables the training of models across multiple devices, leveraging
the computational power of edge devices and creating a more scalable and collaborative learning environment. FL reduces data
transmission by only transmitting model updates instead of raw data. Local model updates are sent to the central server, where they are
aggregated to create a global model. This selective data-sharing approach minimizes bandwidth requirements and reduces the latency
of transmitting large datasets. FL leverages the increased data diversity available across multiple devices. Diverse data sources
contribute to a more comprehensive representation of the underlying population, leading to improved generalization and robustness of
the global model. Collaborative learning is a fundamental principle of FL. Cross-device knowledge transfer allows devices to learn from
each other’s experiences, benefiting from the network’s collective intelligence. Joint model training enables devices to collaboratively
optimize the global model collaboratively, resulting in higher performance and accuracy. Model fairness is an essential consideration
in FL. FL enables fairness-aware learning, where biases in the training data can be detected and corrected. By incorporating fairness
metrics and bias detection techniques, FL facilitates the development of more equitable and unbiased models [54-59].

However, FL also poses several challenges. These challenges include communication overhead, heterogeneity of devices, non-IID
data, data bias, model aggregation complexity, unbalanced data distribution, limited model expressivity, lack of transparency, model
poisoning attacks, and legal and regulatory challenges. One of the primary disadvantages of FL is the communication overhead it
introduces. With FL, devices must communicate with a central server or among themselves to exchange model updates and other
information. This increased network traffic can lead to longer training times and higher resource utilization, particularly in scenarios
with many participating devices. The diversity of devices in FL poses challenges. Different devices may have varying computational
capabilities, storage capacities, and network connectivity. This heterogeneity can lead to model compatibility issues, where models
trained on one device may not directly apply to others. Unequal computing resources among devices can also result in imbalanced
contributions to the global model, impacting its overall performance. Non-IID (Independent and Identically Distributed) data is
another challenge in FL. Due to the decentralized nature of FL, the data available on different devices may have different distributions.
This mismatch in data distribution can lower model performance because the global model must generalize across these different data
distributions. Ensuring representative data sampling and appropriate data preprocessing techniques are important to mitigate this
disadvantage. Moreover, data bias is a concern in FL, particularly when devices have limited datasets or the data collection process
introduces biases. Limited dataset sizes may not capture the full diversity of the underlying population, potentially leading to biased
models. Additionally, biased dataset collection, such as unequal user participation or demographic biases, can further exacerbate
biases in the resulting models. The complexity of model aggregation is a significant challenge in FL. Aggregating model updates from
multiple devices while maintaining model accuracy and convergence can be computationally intensive. The communication and
computational overhead required for model aggregation can limit the scalability and efficiency of FL systems. Unbalanced data dis-
tribution among devices can affect the overall performance of FL. models. If some devices contribute significantly more or more diverse
data than others, the resulting global model may be biased toward those devices. Strategies like weighted aggregation or data
augmentation techniques can address this challenge and improve model accuracy. FL may have limitations in terms of model ex-
pressivity. Due to the need for efficient communication and resource utilization, the choice of model architectures in FL systems may be
constrained. This limited model expressivity can impact the model’s ability to capture complex relationships and may result in reduced
performance compared to centralized models with more flexible architectures. The lack of transparency is another disadvantage of FL.
The distributed nature of FL makes it challenging to interpret and debug models. Understanding the decision-making process of the
global model and identifying potential issues or biases becomes more complex when the model training is distributed across multiple
devices. FL is also vulnerable to model poisoning attacks, where malicious devices inject manipulated data to undermine the integrity
or performance of the global model. Detecting and addressing these attacks requires robust security measures, including data vali-
dation and model verification techniques. Lastly, FL introduces legal and regulatory challenges. Data privacy and ownership become
significant concerns as sensitive data remains on user devices rather than centrally stored. Compliance with regulations, such as data
protection laws or industry-specific regulations, must be ensured when implementing FL systems. In the context of FL, different
network topologies can be used to establish communication and coordination among the participating devices or nodes [60-66].

3.3. Potential benefits of MEC and FL

The integration of MEC and FL brings about numerous benefits, enhancing various aspects of data processing, network efficiency,
application performance, privacy and security, energy consumption, scalability, distributed processing, and more. By leveraging the
combined strengths of MEC and FL, organizations can unlock significant advantages for their operations and user experiences [67-70].
The integration of MEC and FL offers numerous benefits. It enables real-time data processing at the edge, leading to improved
operational efficiency and agility. The combination reduces latency, resulting in faster response times and an enhanced user
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experience. Network efficiency is enhanced by localized processing and distributed model training, reducing congestion and opti-
mizing resource allocation. Data transmission is minimized, saving costs and enhancing privacy. Edge computing enhances application
performance and accelerates model inference. Privacy and security are enhanced by keeping sensitive data closer to the source and
employing privacy-preserving algorithms. Energy consumption is reduced through localized processing and distributed computation.
Scalability is achieved through flexible infrastructure and distributed learning. Distributed processing enables parallel processing and
faster analysis. Local data storage improves access speed and facilitates offline operations. Edge caching reduces network congestion
and enhances application performance. Context-aware computing personalizes services based on contextual information.
Proximity-based services deliver location-based and localized services. The integration improves the user experience, allows dynamic
resource allocation, and enhances operational efficiency.

Edge intelligence is a significant advantage of FL. By performing real-time decision-making on edge devices, FL enables faster
inference and response times. On-device processing reduces the reliance on cloud resources and ensures that critical decisions can be
made locally, even in disconnected environments. Personalization is enhanced through FL. User-specific model adaptation enables
devices to personalize the global model based on individual preferences and data. This allows for customized services and tailored user
experiences while maintaining privacy and data security. FL promotes resource efficiency by offloading computation to edge devices.
Edge computing offloading reduces the load on the central server and leverages the capabilities of resource-constrained devices,
optimizing resource usage and improving overall system efficiency. Fig. 7 depicts the advantages of utilizing FL within MEC systems,
emphasizing improvements in data privacy and network efficiency. This integration significantly enhances real-time data processing
capabilities while safeguarding user data against potential breaches.

Moreover, technically, FL. within MEC environments capitalizes on the localized computational power by distributing model
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training tasks across multiple edge nodes. This decentralized approach allows each node to process data locally, which significantly
reduces the need to transmit large volumes of data over the network, thereby preserving bandwidth and enhancing privacy. However,
the efficiency of FL in such setups heavily relies on the ability to maintain consistency and timeliness in model updates across all
participating nodes.

To manage this, robust synchronization protocols are essential. These protocols ensure that updates from disparate nodes are
aggregated in a coherent manner to update the global model. Techniques like clock synchronization and event-triggered updates can
be utilized to maintain uniformity in the training process across all nodes. Additionally, advanced techniques such as edge-based model
aggregation and gradient compression are crucial. Edge-based model aggregation allows intermediate model updates to be processed
locally at edge servers before being combined into the global model, which reduces the load on the network and accelerates the
training process.

Gradient compression further optimizes this setup by reducing the size of the model updates that need to be communicated between
nodes and the central aggregator. This conserves bandwidth and speeds up the model’s convergence by enabling more frequent up-
dates under limited network capacity. Implementing these techniques in MEC environments enhances FL’s scalability and respon-
siveness, making it more practical for real-time applications such as autonomous driving and IoT systems, where decision-making
speed is critical. This strategic integration of FL and MEC leverages the strengths of both technologies to address the challenges of data
security, network efficiency, and computational scalability.
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4. The proposed MEC-based FL schemes

This section explores the structure and detailed examination of various FL strategies devised for distinct MEC settings. Numerous FL
frameworks, referenced as [71-98], have been customized for MEC environments, aiming either to enhance MEC capabilities or to
optimize FL within MEC-specific multi-tiered infrastructures. The discourse centers on the architectural design of these proposed
systems, highlighting that they predominantly adopt either a dual-tier setup, encompassing IoT devices paired with MEC resources, or
a tri-tier framework that integrates an IoT layer, a MEC layer, and a cloud computing layer. The tri-tier architecture, in particular,
facilitates model training directly on MEC devices, eliminating the need to transfer sensitive data across networks to centralized cloud
data stores. Additionally, the key innovations of each FL-centric method are outlined, alongside a critical appraisal of their defining
characteristics. In this context, certain schemes leverage FL to bolster the functionality of MEC environments, while others employ
MEC to enhance the efficiency and effectiveness of FL processes. Fig. 8 classifies variousFL strategies integrated with MEC, grouping
them by underlying approaches like reinforcement learning, deep learning, game theory, auctions, and metaheuristics, highlighting
specific methods and algorithms used within each category.

4.1. Federated RL and DRL-based schemes

In a series of studies exploring the integration of FL and RL within MEC environments, researchers have proposed various schemes
to optimize system performance, energy efficiency, and decision-making processes. To begin with, Jing et al. [99], introduced a
combined optimization approach using a Q-learning-based algorithm to improve the ratio of delay and energy efficiency in FL and
satellite communications, achieving a reduction in resource requirements with lower computational complexity. However, this study
not consider unpredictable satellite behavior and lacks real-world testing across different environments. In other sutyd, Huang et al.
[100], focused on a worker-first model distribution issue within the MEC context, employing DDQN and DQL algorithms within a DRL
framework to provide nearly optimal solutions for energy expenditure, training duration, and communication overheads, demon-
strating optimized performance compared to baseline methods. Nevertheless, this study not cover different network conditions or
different types of tasks, which could affect the results. In their research, Shin et al. [101], proposed a federated DQN strategy to
enhance energy efficiency through load balancing in UAV MEC servers, optimizing migration processes and facilitating the creation of
an efficient global model, although the study did not consider the directional movement of vehicles which could impact data trans-
mission. However, this study did not account for vehicle directionality, which could affect data transmission and model accuracy. The
H-MAAC framework, developed by Zhu et al. [102], is a mixed-policy-based multi-modal DRL framework for age-sensitive MEC
systems. It incorporates an edge-FL mode to optimize bandwidth allocation, data scheduling, and trajectory planning, outperforming
baseline methods in average system age and training process stability. Further research [103-105], highlighted the synergistic effects
of FL and RL in MEC systems, with FL facilitating collaborative learning among devices to improve performance and maintain user data
privacy, while RL enables optimal decision-making through interaction with the environment. Yang et al. [106], introduced a
framework for RIS-aided NOMA MEC optimizing computing resources, offloading decisions, and phase shifter design using an FRL
approach, with the RWS system within the FRL framework incorporating task offloading history for worker selection, showing superior
performance in image classification tasks using the MNIST and IRIS datasets, though the performance of RWS depends on offloading
history, potentially leading to biased worker selection. However, this study’s performance relies on past offloading, which might cause
biased choices in worker selection. In their publication, Sun et al. [107], utilized a Multi-agent Reinforcement Learning (MARL)
technique, enhancing FL integration by allowing edge nodes to adaptively modify training strategies according to network changes,
significantly boosting resource utilization and learning accuracy. This approach was complemented by meta-learning for rapid
adaptation to new environments, although potential delays in complex networks could pose challenges. This study greatly improves
resource use and learning accuracy by letting edge nodes adjust training as network changes. Complementing this, Nie et al. [108],
focused on energy efficiency in MEC systems incorporating UAVs by introducing a power-saving design optimized through a
semi-distributed MAFRL algorithm. This algorithm effectively managed power control, user association, and resource allocation,
demonstrating considerable improvements in operational efficiency and latency reduction, albeit with concerns regarding UAV sta-
bility and computational resource demands. Nonetheless, this study had limitations like possible UAV instability and high demands for
computational resources. Security and fairness within FL. were addressed by Huang et al. [109], who proposed a system based on node
selection according to reputation to mitigate attacks and ensure equitable participation. The use of VRF-based steganography and a
meritocracy-based aggregation strategy aimed to protect against poisoning attacks and ensure model integrity, showcasing enhanced
security and effectiveness. Nevertheless, this study not reflected real-world complexities, and model’s scalability and efficiency in
diverse environments not tested. Further enhancing security, Feng et al. [110], introduced a dual-blockchain system comprising the
Global and Local Model Update Chains (GMUC and LMUC) to secure FL operations over mobile edge networks. This structure ensured
the integrity of model updates and facilitated rapid learning, but it also introduced computational overheads that could impact ef-
ficiency in resource-constrained environments. Moreover, the proposed method greatly enhances FL security and integrity, speeds up
learning, and effectively secures model updates in MEC networks. Zhang et al. [111], addressed the challenge of low latency in
multimedia services with the advancement of 5 G technology by utilizing MEC to offload intensive tasks to edge servers, thereby
reducing latency and computational load on devices. They proposed FDRL-DDQN for efficient multimedia task offloading and resource
allocation, integrating distributed DRL with FL for model training and parameter aggregation. This approach, specially designed to
handle non-IID data issues, demonstrated significant cost reductions in simulations compared to traditional methods, showcasing its
effectiveness in optimizing latency and energy consumption for multimedia tasks. In another study, Liu et al. [112], integrated FL and
DRL with multi-agent collaboration in the FDRT method to reduce latency in computational offloading tasks. Employing DDQN and
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Dueling D3QN agents for decision-making, this approach significantly enhanced training efficiency and minimized communication
overhead, though its scalability might be limited in larger network settings. However, this paper struggles with scalability in bigger
networks, affecting its overall effectiveness. Consul et al. [113], addressed complexities in the IoMT for improved QoS in 6 G
healthcare. They proposed a FRL based Time Optimization (TO) Approach to optimize frame aggregation in Wireless Body Area
Networks (WBAN) and MEC, reducing latency and energy consumption. Their approach categorizes service-related information,
automatically adjusts aggregation duration, and optimizes task offloading. Simulation results demonstrated significant improvements
in throughput, energy efficiency, and reduced latency compared to traditional methods.

In other published paper [114], Consul et al. introduced a generalized FRL approach tailored for complex scenarios in UAV-assisted
MEC. By employing meta-learning and a normalized characteristic matrix, their method effectively divides a network into manageable
units, enabling efficient computation offloading and resource allocation strategies. Their research, which integrates RL models from
various devices into a cohesive framework, demonstrates significant improvements in system performance over numerous operations.
Nevertheless, this study may have limitations. For example, the methods used might not work well in all real-world settings. Also, the
study mainly focuses on UAV-assisted scenarios, which might not apply to other contexts. Further, the performance metrics were
limited, focusing mainly on reward variance and average rewards. Guo et al. [115] developed an FL-based management system for
MEC-supported IIoT, which significantly enhanced network performance. They achieved this by optimizing tasks at computational
access points and employing a DRL algorithm to adjust key parameters, thereby reducing system costs. This approach to dynamic
adaptation and efficiency mirrors Zhang et al. [116], who introduced an adaptive client selection method for MEC. They utilized a
DDQN-based algorithm to minimize energy consumption and training delays, thus improving resource usage and addressing scalability
and model divergence challenges. Building on these concepts, Shahidinejad et al. [117] proposed a context-sensitive offloading
strategy within a multi-user MEC environment. They combined FL and DRL through the FLUCO algorithm for optimized offloading,
which significantly outperformed traditional methods in energy efficiency, cost, and latency. These studies collectively highlight the
benefits of context-aware and distributed algorithms in enhancing network performance, demonstrating the power of collaboration in
advancing the field (Fig. 9).

Similarly, Li et al. [116], focused on dynamic task offloading in MEC using a DDQN and FL-based algorithm, which not only
reduced computational costs but also improved Quality of Service (QoS) by addressing challenges like catastrophic forgetting and
ensuring data privacy, showing the effectiveness of integrating FL with DRL for offloading optimization. However, the scalability with
larger networks could pose challenges, and further tests are needed to confirm these results in different settings. In the vehicular
context, Li et al. [117], explored participant selection and resource allocation in vehicular FL, employing F-DRL to minimize training
delays while maintaining energy efficiency, highlighting the importance of joint optimization in vehicular networks for FL efficiency
and performance. This study not include diverse environments or different vehicle types, which could affect the applicability of the
findings in real-world scenarios. Also, it mainly focuses on theoretical aspects, lacking practical tests. Moreover, Zang et al. [118],
introduced the FDOR algorithm, leveraging F-DRL for task offloading and resource allocation in a dynamic IoT environment,
enhancing performance through wireless-powered communication technology and addressing the challenges of non-IID data with an
adaptive learning rate approach, showcasing superior performance in integration speed, execution delay, and overall system stability.
This study effectively enhances IoT performance using FDOR algorithm with F-DRL, improving integration speed, reducing execution
delays, and boosting system stability through adaptive learning approaches. In [119], Li et al. proposed a layered, cluster-based MEC
network designed specifically for virtual reality panoramic video services, and devised a data perception-guided clustered-edge
transmission model. They formulated the combined optimization problem of caching and bitrate adjustment as an MDP and proposed
the FDRL-CBA algorithm as a solution. The simulated outcomes indicated that FDRL-CBA surpassed existing DRL-based techniques
regarding cache hit ratio and quality of experience. It could also facilitate cooperation between MEC edge nodes and offer ample
computational and caching resources for virtual reality panoramic video services. The study provides a significant technical
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contribution by enhancing virtual reality service quality through advanced caching and bitrate optimization. It improves resource
efficiency and cooperation among MEC nodes, boosting user experience effectively. The research shows a strong combination of FL and
DRL to improve MEC in different areas, like IIoT and vehicular networks. These new methods help with moving tasks dynamically,
making the best use of resources, and picking the right clients, which significantly helps work more efficiently, cut down delays, and
keep data private. By mixing FL with DRL, the systems can adapt and be aware of their surroundings, which is critical in handling the
complex nature of MEC settings. However, a big problem in these studies is how they might not work well when scaled up to more
extensive or complex networks. Also, using advanced algorithms like DRL can lead to high computational demands and require a lot of
data handling, which can be a problem for edge devices that do not have many resources. This shows a difficult balance between
getting better optimization and using it practically in real situations. Table 3 compares schemes like LSTM, RL, Actor-Critic Learning,
Q-Learning, DRL, and DQN based on evaluation parameters such as accuracy, loss, delay, privacy, and more. Each scheme’s properties
are evaluated across various metrics to ensure comprehensive analysis.

4.2. Federated deep learning-based schemes

In this subsection, we review studies on federated deep learning-based schemes. Deep learning is a type of ML using layered neural
networks to analyze various data types. It differs from RL, which learns through trial and error using rewards, and DRL, which
combines deep learning with RL to process complex input data for decision-making. To start with, Li et al. [122], introduced
AdptVFedConv, an innovative image classification algorithm customized for vertical FL, where participants work with distinct image
fragments. Unlike traditional FL approaches that share model parameters, AdptVFedConv facilitates sharing hidden feature repre-
sentations, enhancing local feature extraction and the backend classifier model’s training with these features. Despite its lower pre-
cision than conventional models, AdptVFedConv’s effectiveness was validated through extensive experiments. However, its
performance might be compromised by the variability in the positioning and sizes of image fragments, highlighting the challenges of
applying vertical FL in real-world scenarios with inconsistent data. However, this study has limitations due to varied sizes and positions
of image parts used in AdptVFedConv. This could affect how well the algorithm works in real situations.

Building on the theme of optimization within FL frameworks, Xu et al. [123], focused on reducing costs in MEC networks by
developing an optimization framework for FL, including algorithms for both single and dynamic FL requests. Their approach, tested
through simulations and real-world datasets, demonstrated significant cost savings and improved performance, particularly in a hi-
erarchical FL training structure named HierFedML. Yet, the algorithm’s efficacy could be limited by highly dynamic user behaviors and
complex model requirements, underscoring the need for adaptive solutions in fluctuating network conditions. Fig. 10 illustrates the
hierarchical structure of FL as applied within MEC frameworks. This structure optimizes computational resources by distributing tasks
across multiple layers, improving processing scalability and performance. Nonetheless, the study might face limitations from not
applying FL and MEC frameworks universally. For instance, the algorithm may not work well if user behaviors change quickly or the
models get too complex. This could mean the need for more flexible solutions in networks that often change.

Similarly, Zheng et al. [124], explored unsupervised, privacy-preserving popularity prediction within MEC-enabled IIoT envi-
ronments, proposing the URFL algorithm within a framework that utilizes global and local popularity concepts modeled through a
Markov chain. This approach, enhanced by a FedLWA parameter aggregation method, significantly improved prediction accuracy
without relying on manual labeling or compromising data privacy. The success of URFL, however, depends on the quality of unsu-
pervised learning, which may fluctuate in complex industrial settings. Zhang et al. [125], proposed the FedMEC framework, an
approach designed to address the dual challenges of computational burden on mobile Edge Devices (EDs) and privacy concerns
inherent in FL protocols. By dividing the DNN into two parts, FedMEC successfully transfers intensive computational tasks to edge
servers, considerably reducing the processing burden on EDs. Incorporating differential privacy, through the injection of Laplacian
noise, further enhances user data confidentiality. Despite its notable achievements in model precision and privacy assurance, the
efficacy of FedMEC is heavily dependent on fine-tuning the differential privacy parameters, posing a challenge for optimal configu-
ration. Zhong et al. [126] introduced a LightWeight Federated Graph Learning (LW-FGL) framework to enhance FGL in UAV-assisted
MEC systems. They addressed the challenge of UAVs’ limited resources by developing an adaptive information bottleneck principle
and tiny Graph Neural Networks. This approach filters irrelevant information and reduces computational complexity, leading to faster
inference speeds and higher classification accuracy, as experiments on real-world datasets demonstrate. However, this paper did not
cover different environments or other data types. Also, the approach may not work well with fewer UAVs or limited data access.
Building on model efficiency, Wu et al. [126], proposed the HybridFL protocol, which employs a two-tiered model aggregation strategy
within MEC systems. The protocol introduces regional slack factors to mitigate the impact of stragglers and device dropouts, enhancing
the robustness of the FL process. The experimental results underscored the protocol’s ability to accelerate global model convergence
and reduce energy consumption on EDs, marking a significant step forward in optimizing FL training efficiency.

Lin et al. [127], introduced Fed-PEMC, a federated deep learning algorithm enhancing privacy and efficiency in MEC by combining
local differential privacy with model compression. Utilizing DRL for compression and customized label sampling for training,
Fed-PEMC minimizes privacy risks from inference attacks and reduces communication overhead. The algorithm, proven to adhere to
differential privacy standards, outperforms traditional methods in maintaining accuracy and optimizing communication, showing
significant improvements on benchmark datasets. However, the proposed scheme face challenges as it relies on ideal network con-
ditions for performance and assumes uniform data distribution across devices. In other study, Hammedi et al. [128], explored the
domain of collaborative systems by developing a collision avoidance system for inland ships, with a focus on data security and privacy.
Utilizing deep FL and blockchain technology, the system ensures secure and efficient ship positioning predictions at the MEC level,
enabling real-time collision detection. While the system boasts high communication efficiency and data privacy, the challenges of
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missed detection and positional accuracy present avenues for further refinement. However, this paper have limitations in data
collection, high system complexity, and real-world testing in varied conditions. Exploring the theoretical underpinnings of FL, Liu et al.
[129], delved into the analysis of integration errors in deep FL networks. By examining the immediate and statistical errors in two-hop
relaying channels, their study established the foundation for a deeper understanding of error propagation in FL networks, providing
valuable insights for future research aimed at enhancing the integration of local and global training. Addressing the scalability of FL in
large-scale MEC networks, You et al. [130], introduced the hierarchical PFL strategy. This approach segments user equipments into
clusters, adopting a blend of synchronous and semi-asynchronous aggregation to optimize bandwidth allocation and edge server
scheduling. The HPFL strategy adeptly navigates the trade-off between maximizing training loss reduction and minimizing commu-
nication latency, showcasing the potential of hierarchical aggregation in extensive MEC environments. Nevertheless, this study did not
consider real-world conditions or different types of data, which could affect the results’ applicability. In their publication, Nguyen et al.
[131], explored the optimization of hyper-learning rates and resource allocation through their MS_FEDL design, which notably aims to
minimize the learning time and energy consumption of mobile devices. Their method, combining centralized and distributed algo-
rithms, marks a significant stride towards efficient FL. However, this venture raises questions about scalability in expansive network
landscapes, paving the way for subsequent research to build upon. Progressing from this foundational work, He et al. [132], presented
AceFL, customized specifically for the heterogeneous and resource-constrained environments of 6G-enabled MEC networks. Their
strategy, employing the IFBA algorithm to counteract the straggler effect, showcases a pivotal advancement in accelerating the FL
training process. This development not only complements the efficiency-focused endeavors of Nguyen et al. but also highlights the
critical need for adaptive solutions capable of navigating the diverse challenges of modern MEC networks. Nonetheless, the resilience
of AceFL against dynamic network conditions and unforeseen resource limitations remains an area ripe for further exploration. In
parallel to these efficiency-enhancing strategies, Zheng et al. [133], explored ways to decrease communication costs in FL using a
gradient reduction algorithm and introduced FT-IoMT Health mechanism for the IoMT. This approach, enhancing personalized model
training while strictly adhering to privacy and security protocols, aligns with the overarching goal of optimizing FL deployments.
Despite its promising performance, the effectiveness of the proposed methodology in data-heterogeneous environments beckons
further scrutiny, suggesting a continuous loop of research and refinement. Moreover, Zhao et al. [134], explored the integration of
blockchain technology into a crowdsourcing FL system, offering an approach to ensuring data integrity and privacy. This method not
only builds upon the foundational work of Nguyen et al. and He et al. by introducing a robust security layer but also addresses the
scalability concerns through a decentralized model aggregation framework. While the efficacy and viability of this
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blockchain-empowered system are well-documented, the computational and energy demands associated with blockchain adoption
highlight a critical trade-off, underscoring the need for balanced solutions in FL implementations. Fig. 11 showcases a neural network
model used in experiments of this scheme to validate the efficacy of approaches. The diagram details the layers and nodes involved,
highlighting the complexity and depth of the neural architectures employed.

In their study, Tang et al. [135], introduced a resource allocation algorithm that leverages a two-layered Stackelberg game model,
aiming to balance the trade-offs between local model precision, energy consumption, and system delay in MEC environments. By
motivating EDs with rewards, their design not only motivates the contribution of computing resources but also maintains an balance
between global model accuracy and operational efficiency. This approach demonstrates how strategic resource allocation and in-
centives can collectively enhance the performance of FL systems, reducing energy consumption and system delays, thereby promoting
active participation from EDs. The results from their simulations confirm the algorithm’s advantage in optimizing resource distri-
bution, illustrating a significant step forward in FL efficiency. However, the study by the authors have limitations due to not applying
their algorithm in real-world scenarios, which can often present unexpected challenges and variables not accounted for in simulations.
Additionally, the reliance on the theoretical model might not perfectly capture the complex dynamics of actual MEC environments,
possibly affecting the algorithm’s practical effectiveness and scalability. Building on the theme of efficiency, Jin et al. [136], explored
security considerations with their Edge QoS Per-PM approach, which integrates public and private model training to enable
personalized forecasting while bolstering security measures. Their methodology ensures the confidentiality of private models,
addressing the pivotal concern of data privacy in FL. By periodically updating the LSTM model with the latest private data, Edge QoS
Per-PM strives to maintain real-time accuracy in QoS predictions within the ever-evolving edge environment. The approach’s effec-
tiveness, demonstrated through improvements in integration speed and prediction accuracy, highlights its potential in various sce-
narios requiring secure and precise QoS forecasting. However, the reliance on frequent data updates underscores a critical balance
between enhancing security and managing the resultant computational and communication demands. Table 4 outlines the perfor-
mance of CNN and gradient descent schemes across multiple evaluation parameters like accuracy, loss, and privacy. It details the
application of each scheme in various settings using simulators like MATLAB and Python, and for different data types and deployment
approaches.

4.3. Federated game theory-based schemes

The diverse and distributed characteristics of MEC environments present challenges for FL, including issues related to unreliable
communication channels, user mobility, and resource limitations. Game theory has emerged as a potential solution for tackling these
challenges and improving the performance of FL in MEC environments. In game theory, agents decide according to the strategies
adopted by other agents in a specific scenario, aiming to maximize their collective and individual objectives. By combining FL with
game theory, agents have the opportunity to cooperate and compete with each other, aiming to reach a state of Nash equilibrium. As
stated in [142], no agent can enhance its utility in this balance state by independently modifying its strategy. Recent studies have
illustrated how this approach improves FL’s resilience, efficiency, and security in MEC environments.

Abou El Houda et al. introduced a pioneering framework named FedGame [143], which leverages MEC to defend IIoT applications
by applying FL. The design enables secure collaboration among multiple MEC domains when keeping the privacy of IloT devices. A
non-cooperative game is constructed in the FedGame framework, allowing MEC nodes to gain virtual resources from a managed MEC
orchestrator to address various IIoT attacks effectively. The authors assessed the performance of FedGame through practical experi-
ments involving real-world IIoT attacks. The results of these experiments illustrated the effectiveness of their proposed model in of-
fering the required MEC resources to counter IIoT attacks while ensuring the protection of privacy for industrial systems. The approach
employs FL to construct a MEC-enabled model prediction for intrusion detection. Upon detecting an intrusion, FedGame uses a
noncooperative game to allocate the required virtual resources for resisting the attack. FedGame can be considered a proficient design
that enhances user privacy and safeguards industrial systems against attacks originating from the IloT. However, the study did not test
other ways to protect IIoT systems, so it’s not clear if there are better options. Plus, the study’s experiments were only on a few types of
attacks, so we don’t know how it does with others. Furthermore, Lee et al. introduced a combined mechanism for managing datasets
and incentives in FL across MEC systems. This mechanism aims to decrease MDs’ power usage in FL [144]. The suggested method
enables each MEC to maximize revenue by offering comprehensive incentives to MDs, encouraging their participation in any FL task.
This is achieved when considering the exchange between the costs of incentives and the estimated precision. The total allocated in-
centives were distributed based on the proportion of the dataset utilized for local training by MDs, which in turn influenced the overall
accuracy. MDs leveraged these incentives to determine the dataset for local training, with the goal of optimizing their returns in terms
of energy usage and expected incentives. The examination using game theory demonstrated that the suggested approach guaranteed a
unique solution at equilibrium, optimizing the advantage for all participants. The outcomes demonstrated the benefits of imple-
menting incentive-based mechanisms; the suggested approach ensures efficient FL dataset management for MDs and FL service pro-
viders, according to the findings. However, the study did not reflect the real-world variability as it assumes constant dataset quality
across all MDs. Also, the impact of network delays on training times and costs wasn’t explored. In other study, Li et al. [145], addressed
the challenge of surging traffic demands near medical infrastructures during health emergencies and the need to protect patient data
by proposing a UAV-assisted MEC system with hierarchical FL. They introduced a Stackelberg game and incentive mechanism to
motivate user and UAV participation in FL, optimizing data usage, task, and reward allocation. This approach ensures efficient
communication, safeguards patient privacy, enhances model training accuracy, and maximizes social welfare, as demonstrated by
their experimental results. Nevertheless, FL. model’s performance can change with more users in the proposed method. Also, patient
privacy methods need constant updates.
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Also, Zeng et al. proposed FMore, a system specifically designed to incentivize the involvement of superior edge nodes with
minimal costs in FL. The objective is to enhance the system’s overall performance [146]. This method employs a lightweight and
incentive-compatible multi-dimensional procurement auction that selects K winners. Moreover, the authors provided a theoretical
study of the Nash equilibrium strategy adopted by edge nodes. They utilized expected utility theory to guide the aggregator, drawing
upon their research outcomes. Thorough real-world and simulation experiments have shown that FMore significantly reduces the
number of training iterations and dramatically improves the accuracy of complex AI models.

In a practical system consisting of 32 nodes, the proposed design reduced training time and improved model precision. However,
this work did not combine the budget constraint of the aggregator, leaving it as a subject for future investigation. The probability
associated with each node also requires further examination. In their publication, Li et al. presented VARF [147], which is an incentive
mechanism designed for MEC to facilitate cross-silo FL. VARF employs a heuristic algorithm to carefully select edge nodes with
excellent reputations and quality for model training. Furthermore, VARF incentivizes these selected ENs to contribute their resources
actively. By integrating the framework of an infinitely repeated game, VARF effectively grasps the persistent conduct of ENs in the
context of cross-silo FL. It then formulates a stable and lasting cooperative strategy for clients while maximizing local data utilization
for optimal model learning. The effectiveness of VARF is assessed using actual datasets from real-world scenarios, and the evaluation
demonstrates its superior advantages over other benchmark approaches. Moreover, in the setting of cross-silo FL, VARF enriches
learning task performance and reduces the loss associated with these tasks. Under the circumstances of trigger strategy, CPs and ENs
establish a durable and enduring cooperative partnership. VARF boosts the effectiveness of learning tasks in cross-silo FL by incen-
tivizing the consistent and engaged involvement of esteemed organizations with excellent quality and reputation. Nonetheless, this
study may not account for changes in edge node quality over time or potential bias in selecting nodes with high reputations, which
could affect the fairness and adaptability of the VARF system.

Deep learning methods used in FL and MEC apply adaptive algorithms that customize learning based on the specific abilities and
limits of diverse edge devices, improving efficiency and preventing resource overload. Techniques such as model partitioning help
spread out the computing work by moving parts of neural networks to edge servers, which speeds up training and cuts down on delay.
Privacy is a key focus, using methods such as Differential Privacy that introduce noise to data or gradients to keep user information safe
during the learning process. To address challenges such as energy consumption and fluctuating network conditions, optimization
algorithms adjust in real-time by incorporating strategies like model compression to reduce communication needs. Hierarchical
learning methods enable system scaling through local data aggregations followed by a global synthesis, effectively managing the
unequal data distribution among devices. Additionally, techniques like unsupervised and semi-supervised learning utilize unlabeled
data at edge nodes, enhancing the models’ relevance and efficiency while maintaining data privacy.

4.4. Federated auction-based schemes

Auction-based mechanisms in MEC are mostly used for resource allocation and pricing in a distributed manner. In an auction-based
system, service providers (SPs) and mobile users (MUs) interact in a competitive environment where the MUs bid for the resources
needed to perform their tasks, and the SPs compete for the right to serve those tasks [148]. The auction can be designed as a sealed-bid
second-price auction or an ascending auction. In a sealed-bid second-price auction, each MU submits a private bid, and the SP with the
highest bid is selected to serve the task, but the price paid is the second-highest bid [149]. In an ascending auction, MUs can observe the
current highest bid and decide whether to bid higher [150]. The auction-based mechanism is used to improve the efficiency of resource
allocation and reduce the cost-of-service provisioning in MEC. In their research, Lu et al. introduced a client selection approach for FL
in [151] to resolve the data heterogeneity issue in the system. The authors presented an idea of a federated virtual dataset created to
create a dataset that aligns with the overall distribution pattern. Additionally, they formulated a clustering method to group the clients.
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Fig. 12. An overview of action-based clustered FL [151].
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The authors also suggested a sample windows framework to mitigate the effect of local data disparity on the precision of clustering.
Furthermore, they offered a sample windows approach to tackle the influence of imbalanced local data on the precision of clustering.
When merged with the stochastic gradient descent algorithm, the authors demonstrated that their client selection method exhibited
integration toward an approximate favorable solution. In addition, in each cluster, a client selection algorithm was created according
to auctions to ensure fair energy consumption distribution. When deploying the CNN model with varying data distributions, the
simulation outcomes illustrated that the suggested client selection design and auction-based FL approach surpassed alternative
methods in terms of performance. The findingsof this study mainly depend on simulations which might not represent real-world
conditions. The effect of network issues on client coordination was not discussed. Additionally, the study does not address how the
proposed method scales with extremely large datasets. Fig. 12 presents an auction-based client selection method within a FL scenario
in MEC. This approach optimizes resource allocation by dynamically selecting clients based on their bids, enhancing overall system
efficiency.

In other study, Lu et al. [152], proposed an Auction-based Cluster Federated Learning (ACFL) scheme to address challenges in MEC
by enhancing data privacy and managing data heterogeneity and resource constraints. They introduced a clustered FL framework with
a mean-shift clustering algorithm to group clients based on local data distribution. An auction-based client selection strategy was
implemented to balance energy consumption and improve model convergence. Their approach, validated through experiments on
real-world datasets, demonstrated optimized performance in convergence rate and energy efficiency compared to traditional FL
methods.

4.5. Federated metaheuristic-based schemes

Metaheuristic-based schemes in MEC refer to the use of optimization algorithms inspired by natural phenomena and biological
processes to solve complex problems [153]. These algorithms involve iteratively searching through a large search space to find an
optimal solution. Examples of metaheuristic algorithms include Genetic Algorithms, Particle Swarm Optimization, Ant Colony
Optimization, and Artificial Bee Colony Optimization [154]. In MEC, metaheuristic-based schemes can be used to optimize various
aspects, such as task offloading, resource allocation, and energy consumption [155]. These strategies can enhance the efficiency and
scalability of MEC systems by simplifying the computational complexity involved in optimization tasks. However, they may require
significant computation and may not always converge to an optimal solution. Therefore, it is essential to carefully select and tune
metaheuristic algorithms to achieve the desired performance. Moreover, Feng et al. [156], introduced an integrated optimization
design for user selection and data sampling in the setting of FL deployed in MEC systems. The researchers developed a mathematical
formulation to address the challenge of minimizing cost and precision loss, considering computation and communication resource
constraints. Effectively converging the stationary optimal solution, they developed an optimization algorithm. The proposed opti-
mization design was tested through real-world experiments and numerical simulations, showing significant improvements in the
accuracy of FL. Moreover, the suggested algorithm effectively maintained low costs, as evidenced by the outcomes. Furthermore, the
authors established a feasible upper limit on the extent of precision reduction to quantify the precision of the model, incorporating the
costs related to computation and communication. By effectively managing the sample and user selection, the joint optimization al-
gorithm successfully achieves a compromise between model precision and cost. However, this study limited by specific system settings
and mathematical assumptions, results may not generalize to other contexts. In other study, Feng et al. [157], demonstrated an
optimization design to enhance the precision of FL in MEC systems when maintaining low costs. They set up an optimization problem
to strike a balance between reducing precision and managing costs, taking into account resource limitations and challenging wireless
transmission conditions. A unified optimization algorithm was developed to optimize sample selection and the tactics of model
compression and user selection, nearing the stable optimal resolution. The suggested algorithm and the evaluation were conducted
using experiments and numerical simulations to assess its optimization design. The outcomes demonstrated notable precision de-
creases and costs in MEC systems. The authors underlined the importance of their study, which has the potential to improve the ef-
ficiency of FL in various MEC environments. Nevertheless, this research did not consider varying user behaviors and the unpredictable
nature of real-time data. Table 5 evaluates DL, game theory-based, auction-based, and metaheuristic-based schemes across various
parameters such as accuracy, loss, and privacy. The table also includes details on simulators, data types, deployment approaches, and
security features used in these schemes.

4.6. Other FL schemes

In this section we investigate different algorithmic foundations that improve the effectiveness of FL, with a focus on enhancing
communication efficiency, maintaining privacy, and adapting learning capabilities in MEC. These algorithms tackle the specific
challenges found in MEC settings, such as restricted bandwidth, high mobility, and strict privacy needs. Our discussion covers various
approaches like differential privacy, integrating blockchain, and stochastic optimization, which are crucial for furthering the use of FL
in networks driven by edge computing. To start with, Lu et al. proposed a differentially private asynchronous FL model in [137],
devised for resource allocation within vehicular networks. This framework incorporates Local Differential Privacy to protect the
privacy of local models during updates. It introduces a new approach of random distributed updates to address security risks that might
arise from having a centralized coordinator. Additionally, the framework speeds up convergence by verifying updates and using
weighted consolidation. The effectiveness and accuracy of this approach were demonstrated through evaluations conducted on three
real-world datasets, with an emphasis on preserving data privacy. The model presents a solid and reliable FL system suitable for edge
computing within vehicular networks. The incorporation of local differential privacy in the gradient descent local training progression
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ensures protection for the revised models of each participant. A traditional update method involving a centralized server and its clients
is replaced with a random peer-to-peer mechanism. The proposed scheme emphasizes verifying the integrity of updates and subse-
quent weighted integration of the updated models, enhancing the convergence rate of the framework. Fig. 13 depicts a Differentially
Private Asynchronous FL model used within vehicular networks. This model ensures strong privacy protections by incorporating local
differential privacy techniques during data transmission and model updates.

In their publication cited as [138], Chen et al. introduced Fed-IR, a novel approach that improves the communication efficiency of
standard FL methods. The suggested method achieves this by exchanging intermediate outcomes rather than exchanging the complete
model. The authors conducted a theoretical analysis of Fed-IR and established a correlation between the frequency of intermediate
result exchanges and the performance of the training process. Based on their results, the researchers proposed an algorithm that
adaptively adjusts exchange intervals to balance training performance with communication costs. The outcomes from the simulation
showed that the suggested approach effectively decreased communication traffic by a significant margin, with reductions ranging from
approximately 42 % to 81 %. Remarkably, this reduction in traffic was achieved while maintaining similar levels of precision
compared to the traditional methods of exchanging the entire model. The suggested approach improves distributed FL. communication
efficiency, addressing a critical need in large-scale and resource-limited systems such as MDs and IoT networks. However, this scheme
might experience performance drops in highly unstable network conditions or when dealing with larger or more complex models. Zhu
et al. [158], highlighted the privacy and security problems in UAV-utilized smart cities, particularly with UAV-MEC systems’
centralized data processing exposing sensitive data to risks. To counter this, they introduced UBFL, a FL mechanism integrating
blockchain for secure data sharing. This approach uses an adaptive nonlinear encryption function for privacy, outperforming tradi-
tional differential privacy methods. UBFL incorporates the random cut forest algorithm for anomaly detection, showing high resilience
against data attacks in extensive tests, achieving notable accuracy and robustness in securing UAV data within MEC environments.
Nevertheless, the authors did not check if using blockchain slows down data sharing or increases costs. Plus, they mainly focused on
privacy, not other potential issues like how practical or cost-effective their system is in different settings.

According to the findings of Bai et al. in the study, a concept known as MC-FL was suggested. The primary objective of MC-FL is to
improve the adaptability and resilience of FL in the context of MEC systems [139]. MC-FL manages and trains several GMs with varying
learning performance and computational complexity tradeoffs. This approach is implemented to effectively handle the diversity of
devices and the fluctuations in their statuses. Furthermore, MC-FL uses a partial client participation design, enabling the inclusion of
different clients over time to accommodate the challenges posed by unpredictable mobile environments. The researchers provided a
thorough mathematical demonstration of how the MC-FL framework can be integrated and developed an online client scheduling
system to reduce the time needed for completion. Additionally, the authors demonstrated a service delivery scenario utilizing MC-FL to
illustrate the enhanced Quality of Experience for service subscribers by leveraging multiple GMs. However, the MC-FL framework
might suffer from scalability issues as the number of GMs and participating clients increase, potentially hindering performance. Fig. 14
illustrates the scheduling model used in a Multicore FL framework for MEC systems. This model facilitates efficient task distribution
and resource management across multiple processing units, enhancing operational flexibility and performance.

In their study [140], Chen et al. suggested a communication-efficient design for FL aimed at minimizing the number of iterations

E Base station gﬁ\ Roadside unit
. Caching resource ‘ Cloud server

Fig. 13. FL-based vehicular networks presented in [137].
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Fig. 14. Client scheduling model proposed in [139].

needed among all servers and participants, while maintaining precision. The researchers formulated the problem as an optimization
problem with finite sums and suggested a method according to FedSVRG (Federated stochastic variance reduced gradient) to address
it. The technique also includes an analysis of how it integrates. The suggested design was tested testing on linear and logistic regression
problems, and the results demonstrate that FedSVRG achieves a significant reduction in communication costs compared to standard
stochastic gradient descent-based FL approaches. To summarize, this study presents a communication-efficient solution that effectively
minimizes communication costs in FL. However, the study could have limitations due to not applying their method to multiple data
types beyond linear and logistic regression problems. In other study, Huang et al. [159], introduced a reliable and fair FL. mechanism
for MEC to address security and performance issues arising from the high mobility and vulnerability of mobile devices. They proposed
a reputation-based node selection scheme, counter-strategies against attacks, and a new global model aggregation strategy to mitigate
poisoning attacks. Additionally, a blockchain-based reward-penalty scheme was designed to ensure fairness and penalize malicious
nodes. Nevertheless, this study did not consider all possible attack types. Also, the blockchain system could slow down the process, and
real-world testing might show different results. Moreover, Houda et al. introduced DETECT, [141]. The suggested architecture fa-
cilitates the cooperative and secure mitigation of IoT attacks across various MEC domains, all while guaranteeing the MEC collabo-
rator’s privacy and the IoT devices involved. During the experimental evaluation on the NSL-KDD and Edge-IloTset datasets, DETECT
exhibited remarkable precision, as shown by the Precision and F1 score measurements. By utilizing the NSL-KDD dataset and con-
ducting experiments involving actual IoT attacks, it was demonstrated that DETECT surpasses managed ML and DL approaches across
multiple metrics, such as precision. This finding highlights the potential of DETECT as a promising architecture for safeguarding IoT
applications while upholding the privacy of devices. Furthermore, Wang et al. proposed an FL system in their study, specifically
designed for real-time target recognition in 5 G MEC networks [160]. To effectively send training models across a dynamically
changing bandwidth, the design integrates a mechanism for selecting the compression mode adaptively. Compared to standard
non-cooperative methods, the suggested model reduced training delay and achieved a higher precision when in contrast to the
approach of managed processing approach. Additionally, the system guarantees user privacy. By introducing a mechanism for adaptive
switching of lossless compression levels, the training efficiency is enhanced, particularly in wireless channels that exhibit time-varying
characteristics. The authors conducted experimental tests to demonstrate the advantages of the proposed method over non-cooperative
and managed methods, specifically focusing on improving accuracy and reducing delays. However, the scheme does not address
possible data privacy risks inherent in real-time target recognition.

As noted Qian et al., presented a PSP design in [161], aiming to confront the problem of service placement, the authors devised a
solution by incorporating privacy awareness into edge cloud systems. The authors transformed service placement into a binary (0-1)
problem and constructed a hybrid service placement algorithm that combines managed greedy algorithms with distributed FL. This
approach aims to safeguard users’ privacy while ensuring enhanced QoS. The PSP design utilizes distributed FL to gain an under-
standing of users’ preferences, employing a greedy algorithm to address the optimization challenge. The outcomes of the simulation
experiments demonstrated that the PSP algorithm effectively safeguards users’ privacy while fulfilling their service requirements by
reducing the service load on the remote cloud. The outcomes of the simulation experiments substantiated that the PSP algorithm
successfully ensures the privacy of users while fulfilling their service requirements needs by mitigating the service load on the remote
cloud. However, the PSP design might face scalability issues when applied to larger, more complex networks.

Majeed et al. introduced FLchain in their paper [162], presenting a blockchain-powered framework designed to bolster the security
of FL. The researchers employed channels to store numerous global models (GM). The researchers leveraged blockchain technology to
store the local model parameters for every global iteration, documenting them as blocks on the channel-specific ledger. The concept of
“the global model state trie” was introduced by the researchers. The trie plays a crucial role in storing and regularly updating the global
model on the blockchain network. It achieves this by combining the individual model updates received from MDs. By a qualitative
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evaluation, the authors showcased the resilience of FLchain compared to standard FL approaches. FLchain guarantees the soundness of
the FL model by preserving its provenance and enabling auditable features in an immutable fashion. Nevertheless, the efficacy of the
suggested methodology depends on the dependability and credibility of the corresponding EDs when communicating transactions to
the blockchain network. Nonetheless, the FLchain framework’s performance could be affected by inherent blockchain limitations like
transaction latency and scalability challenges in larger networks.

In [163], Yang et al. explained a design according to FL for controlling the power and local computing in a MEC system, aiming to
minimize general power usage. The authors demonstrated that in scenarios involving maximum power transmission, the optimal
solution lies in either the execution at the local or full offloading modes. They also provided analytical expressions for energy con-
sumption. Usually, the objective function comprises a non-convex rate expression, which is streamlined through the implementation of
the alternative optimization technique. The suggested design according to FL optimizes local computing and transmission power
collaboratively. It effectively decreases energy consumption by leveraging the capabilities of the local devices and the communication
channel’s capacity. The design outperforms standard benchmarks, demonstrating at least a minimal improvement according to the
numerical results, which suggest successful integration. Although this research significantly contributes to advancing energy-efficient
FL in MEC systems, it does not consider the impact of potential network latency on the proposed energy-efficient design. In other paper,
He et al. proposed an innovative federated optimization algorithm, named Adp-FedProx, in [164]. This was developed to maximize
learning efficiency within the restrictive computation and communication resources found at the network periphery. The algorithm
operates dynamically, modifying the precision of every client’s localized solution as well as the count of local iterations within each
global interval. Such a design ensures inclusive participation of all users in the training procedure, while also safeguarding model
convergence. Their approach focuses on narrowing the discrepancy between the final loss function and the optimal one, working
within the confines of the available resources to ensure peak learning performance. An innovative bound on the convergence of
federated training loss in heterogeneous IoT contexts is also presented. They analyze the impact of global update frequency, time spent,
and energy allocated for learning on the training loss per user. Experimental tests suggests that their proposed model can speed up FL
and reduce energy utilization in training in comparison to FedProx, all the while taking into account heterogeneity and limited
resource allocation. When matched against the same training duration as FedProx, Adp-FedProx attains a more precise model.
However, Adp-FedProx’s effectiveness might diminish in scenarios of extreme heterogeneity or when network instability affects
communication between clients.

Finally, in [165], Wang et al. presented a method for safeguarding indoor positioning privacy, grounded in FL within a MEC setting.
They undertook a comprehensive analysis and subsequent mathematical representation of the learning mechanisms of horizontal,
vertical, and transfer FL. To mitigate potential data leakage threats, the incorporation of differential privacy was proposed. They then
forwarded an indoor positioning privacy preservation model, premised on FL and corresponding algorithms within the MEC envi-
ronment, aiming to enhance positioning performance, bolster privacy safeguards, and manage resource overhead. The proposed al-
gorithm’s performance was evaluated through simulation experiments, during which it was juxtaposed against three other algorithms
using two analogous datasets. The findings suggested that the proposed algorithm outperformed in terms of convergence speed, time
expenditure on localization, and localization accuracy, delivering an ultimate positioning accuracy and an average positioning time.
However, the scheme may struggle to maintain privacy safeguards when faced with complex adversarial attacks, an aspect not
thoroughly analyzed in the study. Table 6 compares neural network, deep neural network, and Table 7 outlines other schemes, de-
tailing their performance across parameters like accuracy, loss, and privacy, and covering their applications, simulators used, data
types, and deployment strategies.

5. Discussion

This section aims to address the research inquiries outlined in Section 2 while exploring various related issues. The findings here are
anticipated to help identify new opportunities and ongoing challenges in merging MEC with FL. In synthesizing the findings from our
comprehensive review, the assessment revealed a focus on specific operational tactics like resource allocation and data offloading,
which reflect prevailing trends in Federated Learning and Mobile Edge Computing integration. This focus underscores the prevalent
research direction and points to the potential efficiencies these tactics bring to IoT and MEC frameworks. The selection of these focal
areas, while not indicative of bias, helps to highlight areas where significant contributions can be made. Variations in study outcomes
are largely attributed to different architectural configurations and simulation tools, suggesting that enhancements in these areas could
refine validation processes. The effectiveness of the methods reviewed, which have been tested in various simulation environments,
supports well-known theories that show distributed architectures are effective at managing Federated Learning tasks in Mobile Edge
Computing settings. Consistency across different data collection methods further supports the reliability of our conclusions, demon-
strating a clear trajectory towards optimized resource management and system scalability.

In our detailed review, we explored how different FL frameworks are used in MEC settings and identified important trends. As
depicted in Fig. 15, we identified four main operational tactics, with resource allocation being the most common at 46 %, followed by
offloading at 27 %, scheduling at 19 %, and load balancing at 8 %. Resource allocation is crucial for efficiently distributing computing
resources among FL participants, thereby improving collective learning efforts. Offloading, meanwhile, utilizes additional computing
power to reduce the load on IoT devices. Though not as prevalent, scheduling and load balancing are vital for the effective man-
agement of tasks and even distribution of workloads.

Our systematic review explored various strategies used within the FL frameworks across different MEC settings. Specifically, as
illustrated in Fig. 16, our analysis showed that 20 % of the frameworks utilized a Distributed Edge Device strategy, 60 % implemented a
Distributed Edge Server strategy, and the remaining 20 % opted for a Centralized strategy. These findings emphasize the variety of
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Table 7

Properties of the FL schemes. See references [163-165]
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strategies used in FL deployments across the IoT and MEC fields, where researchers clearly favor using distributed edge server setups.
The distribution of these strategies enriches our comprehension of how FL is deployed in such contexts and points to potential avenues
for further research and enhancement.

Fig. 17 displays the count of frameworks that have implemented various algorithms within the FL workflow. According to this
figure, the majority of the examined frameworks prefer RL and DL techniques. RL models tend to yield favorable outcomes in
distributed settings, like the 2-tier or 3-tier architectures employed in the frameworks under study. Similarly, DL techniques are
effective in classification tasks and are widely used by numerous frameworks to tailor FL for the MEC context.

As previously mentioned, the FL frameworks proposed for MECs adhere to either a 2-tier or 3-tier structural design. Our analysis,
depicted in Fig. 18, shows that 56 % of the frameworks employ a two-tier architecture, facilitating FL interactions between IoT devices
and MECs. On the other hand, 44 % of the approaches utilize a 3-tier architecture, incorporating an IoT layer, a MEC layer, and a cloud
computing layer into the FL processes. In such frameworks, the aggregation function typically resides in the cloud computing layer,
leveraging its computational capacity for the aggregation task. Due to the additional computational resources provided by cloud data
centers, 3-tier architectures can manage more complex classifiers and models, and support a larger number of participants.

Fig. 19 illustrates the different settings that the reviewed methodologies cater to. According to this figure, a significant 68 % of the
frameworks are tailored for IoT applications, while 12 % are designated for IIoT environments. Additionally, UAV-based settings are
the focus of 6 % of the frameworks. Furthermore, 4 % are developed for Internet of Vehicles (IoV) contexts, and another 4 % are
dedicated to applications within smart homes and cities.

As depicted in Fig. 20, 44 % of these frameworks were implemented using the Python programming language, while 6 % took
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advantage of the MATLAB software tool. However, half of the frameworks did not disclose the tools they used, casting a significant
shadow on the transparency of their results. This lack of transparency is a concern that needs to be addressed, as it can affect the
reliability and reproducibility of the outcomes. Moreover, none of the FL frameworks under review employed specialized simulators
tailored for IoT and MEC environments, complicating the simulation of FL processes in MEC contexts. Therefore, there’s a clear need
for the creation of dedicated simulation tools in the future. These tools should be capable of accommodating various ML algorithms,
including FL, and provide FL developers with pre-set and standardized aggregation techniques. They should also be versatile enough to
support different IoT and MEC environments, as well as various cloud computing technologies, enabling the simulation of both 2-tier
and 3-tier FL frameworks.

Fig. 21 outlines the metrics utilized to assess the FL frameworks under investigation. The figure shows that these frameworks
mainly concentrate on assessing metrics like accuracy, energy efficiency, cost, and latency. However, the performance evaluations
conducted by these studies tend to be limited, often only addressing specific aspects of their proposed solutions without providing a
comprehensive assessment of all features. While evaluating FL frameworks is inherently complex, a thorough evaluation should
encompass a broad spectrum of issues, including the model’s performance, security, reliability, and various overheads. For a holistic
assessment, a diverse set of metrics is essential, as focusing solely on accuracy is insufficient for system-wide evaluations. It’s important
to consider the total computational, communicational, and storage burdens, which encompass the FL system’s intrinsic overheads and
those associated with security protocols and infrastructure required for secure FL operations. Despite this, as indicated in Fig. 14,
overheads have not been prominently featured in the quantitative analyses of the proposed frameworks, highlighting an area for
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improvement in future FL research.

Considering the intricacies of MEC environments where data is processed at the edge, metrics such as data freshness and context
awareness become crucial. These metrics help understand how current and relevant the data processed by FL algorithms remains
throughout operations, which is vital for dynamic environments like intelligent cities or real-time health monitoring systems. Addi-
tionally, scalability metrics are essential to evaluate how well an FL system can expand in terms of a number of nodes without
degrading performance, reflecting the distributed nature of edge computing. Furthermore, resource utilization metrics, which include
energy consumption, bandwidth usage, and computational overhead, are vital for assessing the sustainability and efficiency of FL
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implementations in resource-constrained edge devices. Security metrics such as intrusion detection rate and data privacy measures are
also paramount, given edge devices’ distributed and potentially vulnerable nature. Incorporating these diverse metrics into the
evaluation framework will provide a more thorough understanding of the system performance and highlight potential areas for
optimization and innovation in FL and MEC integration, guiding future research toward developing more robust, efficient, and secure
systems.

Fig. 22 showcases the distribution of datasets utilized across different FL frameworks. According to the figure, popular datasets like
MNIST, Real-World, and Cifar-10 are frequently used in these studies. The MNIST dataset, a standard benchmark in DL research,
consists of 70,000 images of handwritten digits (0-9) in grayscale, each sized at 28 x 28 pixels, divided into 60,000 training and
10,000 testing images. Similarly, the CIFAR-10 dataset, which is also widely used, comprises 60,000 color images of 32 x 32 pixels,
evenly distributed across ten categories, with each category containing 6000 images. This dataset is split into 50,000 training images
and 10,000 test images.

This figure also reveals that 91 % of the examined frameworks rely on benchmark datasets, while only 4 % use synthetic datasets
and 5 % utilize real-world data. Despite the widespread use of these datasets, there’s a call for developing specialized workloads and
benchmark datasets tailored to the unique requirements of FL frameworks in emerging domains like IoT and MECs. Additionally, many
frameworks limit themselves to one or two datasets designed for specific tasks, highlighting the need for broader testing across diverse

Number of Schemes by Dataset Used
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1
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Fig. 22. Applied datasets.
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datasets to ensure more comprehensive simulations and performance evaluations of proposed FL solutions.

In the next section, we will propose several gaps that future research should address. This discussion highlights the areas within
MEC and FL integration that require further exploration to enhance system effectiveness and reliability. By identifying these gaps, we
intend to guide future research directions that could lead to significant advancements in the field, ensuring more robust, scalable, and
secure MEC and FL systems.

6. Future directions and challenges

The integration of FL with the MEC and cloud computing signals a transformative phase in distributed learning. However, this
integration is accompanied by multifaceted challenges and open issues requiring meticulous exploration and innovative solutions. This
section aims to clarify these challenges and propose future research directions to enhance the strength and practicality of MEC-based
FL schemes.

6.1. Innovative theoretical frameworks for FL and MEC

FL and MEC involve many interacting components, where devices compute and continuously interact and evolve. Applying
complex systems theory could provide new insights into how these interactions can be optimized for better learning outcomes and
system robustness. For example, graph theory. Given that FL inherently involves a distributed node network, graph theory can offer
profound advantages. New frameworks could model the FL process as a graph, where nodes represent devices and edges represent
communication paths. This approach can optimize data flow and learning processes based on the properties of the graph, such as
centrality and connectivity.

6.2. Quantum ML algorithms

Integrating quantum computing principles with FL could potentially lead to significant processing speed and security advance-
ments. Quantum algorithms could enhance the encryption methods used in FL, making the model updates faster and more secure
against cyber threats.

6.3. Federated transfer learning algorithms

These algorithms could be particularly beneficial in environments with diverse data distributions across devices. Federated transfer
learning can leverage pre-trained models on related tasks to enhance learning efficiency and effectiveness in new but similar
environments.

6.4. Meta-Learning algorithms in FL

Meta-learning approaches can be adapted for FL to enable models to learn how to learn effectively from decentralized data sources.
These algorithms could quickly adjust to new data or tasks with minimal data transfer, which is crucial for MEC scenarios where
bandwidth and latency are concerns.

6.5. Expanding learning paradigms

The current landscape of FL predominantly revolves around supervised learning, leaving semi-supervised and unsupervised
learning paradigms underexplored in the context of IoT and MEC. The scarcity of labeled data in various applications underscores the
necessity of integrating these learning paradigms into FL frameworks. Future research should delve into novel methodologies that
combine semi-supervised or unsupervised learning with FL, potentially reducing reliance on labeled datasets and enhancing the
versatility and applicability of FL in diverse domains.

6.6. Architectural evolution of FL

Much FL research has been anchored in centralized architectures characterized by a singular aggregator node orchestrating the
learning process. While this centralized approach simplifies the aggregation of model updates, it raises concerns regarding scalability,
reliability, and security. Future studies should venture into decentralized or federated architectures, exploring the dynamics of
multiple collaborative aggregators and peer-to-peer learning models. Such architectural innovations could offer enhanced fault
tolerance, scalability, and resistance to adversarial attacks, paving the way for more resilient FL systems.

6.7. Strengthening system reliability
The reliability of FL systems, particularly those following to centralized architectures, is important, especially in scenarios where FL
is deployed for industrial or mission-critical purposes. The literature lacks comprehensive strategies for addressing potential faults

within aggregator nodes, an oversight that could lead to significant disruptions. Future work should incorporate advanced fault
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tolerance mechanisms, such as sophisticated checkpointing and replication strategies, to ensure the continuity and integrity of the FL
process, even in the face of hardware failures, network disruptions, or malicious attacks.

6.8. Advancing security measures

As FL systems become increasingly integrated with IoT and MEC environments, they become vulnerable to many security threats.
Future FL frameworks must prioritize developing and integrating advanced security measures to safeguard against a spectrum of cyber
threats, including but not limited to DDoS attacks, man-in-the-middle attacks, data poisoning, and model inversion attacks. Given the
constrained resources typical of IoT devices and MEC nodes, these security solutions must be designed to be resource-efficient,
ensuring that they do not overly burden the system while providing robust protection. For instance, homomorphic encryption al-
lows FL nodes to train models on encrypted data, providing privacy without compromising the learning process. Moreover, integrating
blockchain technology could further enhance security by creating decentralized and transparent logs of model updates, making un-
authorized alterations easily detectable. These measures protect data integrity and ensure compliance with stringent privacy regu-
lations such as GDPR.

6.9. Adaptive and compliant Fl frameworks

The adherence to regulatory standards, data privacy laws, and organizational policies is increasingly critical in deploying FL
systems. Future FL schemes must be inherently adaptable and capable of operating within the stringent confines of legal and regulatory
frameworks. This includes ensuring data privacy, securing data transmission, and adhering to cross-border data-sharing regulations.
Research should focus on developing FL frameworks that are not only technologically advanced but also compliant with existing and
emerging regulations, ensuring that FL deployments are both practical and legally sound.

6.10. Energy-Efficient FL implementations

The energy consumption of FL processes, especially in resource-constrained IoT and MEC environments, is a critical concern that
requires further investigation. Future research should explore energy-efficient FL algorithms and communication protocols that
minimize energy usage without compromising the learning performance. This includes the development of lightweight model ar-
chitectures, efficient data compression techniques, and energy-aware resource allocation strategies.

6.11. Human-in-the-loop FL systems

Integrating human feedback and expertise into the FL process can significantly enhance the quality and reliability of the learned
models. Future FL systems could benefit from human-in-the-loop approaches, where human experts periodically review and adjust
model parameters, provide additional annotations, or validate model outputs. This collaboration between human expertise and
automated learning processes could lead to more accurate, reliable, and interpretable FL models, particularly in complex or sensitive
applications.

6.12. Interoperability and standardization

A critical challenge emerges as FL continues to evolve: the lack of compatibility among diverse FL frameworks and the absence of
standardized protocols. This can hinder seamless collaboration between different systems and devices, particularly in heterogeneous
IoT and MEC environments. Future research should focus on developing standardized FL protocols and interfaces that ensure
compatibility across various platforms and devices, facilitating easier integration and broader adoption of FL technologies.

6.13. Scalability in heterogeneous networks

The scalability of FL systems in heterogeneous networks, where devices vary widely in terms of computational capabilities, network
connectivity, and energy resources, remains a significant challenge. Future works should explore scalable FL algorithms that can
efficiently handle the dynamic nature of IoT and MEC networks, ensuring that all devices, regardless of their capabilities, can
participate in the learning process without overwhelming the network or degrading the overall system performance.

6.14. Personalization and fairness

While FL aims to develop generalized models, the need for personalized models that cater to specific user preferences or regional
characteristics is becoming increasingly evident. Future studies should investigate mechanisms for achieving model personalization
within FL frameworks, ensuring that the learning process accounts for individual differences. Addressing algorithmic fairness to
prevent biases in the learned models is crucial, ensuring equitable model performance across diverse user groups and scenarios.
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6.15. Dynamic data and concept drift

In many real-world applications, the underlying data distribution can change over time, a phenomenon known as concept drift.
This challenges FL systems, as models may become outdated or less accurate as the data evolves. Future research should develop
strategies for detecting and adapting to concept drift within FL systems, ensuring that models remain relevant and precise over time.

6.16. Integration with edge Al

The convergence of FL with Edge Al presents a promising avenue for enabling intelligent decision-making at the network edge.
Future research should explore integrated frameworks that leverage FL for model training and Edge Al for real-time inference,
optimizing computational resources and reducing latency in decision-making processes.

6.17. Incentive mechanisms for participant engagement

Maintaining sustained participant engagement in FL processes is critical for continuous model improvement. Future work should
design effective incentive mechanisms that motivate users and devices to contribute their data and computational resources to FL
tasks, ensuring a diverse and representative dataset for model training.

6.18. Robustness to adversarial attacks

As FL systems become more prevalent, they become attractive targets for adversarial attacks that aim to compromise model
integrity or steal sensitive information. Future research must prioritize the development of robust defense mechanisms against such
attacks, ensuring the integrity and confidentiality of FL models and participant data.

6.19. Environmental impact and sustainability

The environmental impact of deploying large-scale FL systems, particularly regarding energy consumption and carbon footprint, is
an emerging concern. Future research should advocate for sustainable FL practices, optimizing energy usage and leveraging renewable
energy sources where possible to minimize the environmental impact of FL deployments.

Addressing these complex challenges and investigating various future possibilities will be important for the progress of FL. and MEC.
This will help ensure that it keeps up with current technological and operational needs while considering wider societal, ethical, and
environmental factors.

7. Conclusion

This review paper systematically explores the integration of FL with MEC, an area rich with innovation but also facing significant
challenges in efficiency, privacy, and scalability. Our study shows substantial progress in refining FL frameworks and enhancing data
security. However, important issues remain unresolved, such as the need for interoperable standards and effective management of
dynamic data landscapes. Future research needs to focus on developing adaptable and robust architectural designs. This includes
implementing advanced security protocols and integrating sustainable practices considering environmental impacts. Developing FL
systems that are not only effective but also capable of functioning across diverse platforms is critical. These systems are poised to
significantly influence distributed learning paradigms and the broader IoT and MEC ecosystems. Although the path forward is com-
plex, it presents significant potential benefits that could fundamentally enhance how distributed computing is performed.
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