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Abstract
The expeditious propagation of fake news through online social media platforms has cropped up as a captious challenge, 
undermining the credibility of information sources and affecting public trust. Accurate detection of fake news is imperative 
to maintain the integrity of online content but is constrained by availability of data. This research aims to detect fake news 
from online articles by proposing a novel deep learning ensemble network capable of effectively discerning between genuine 
and fabricated news articles using limited data. We introduce ScrutNet, which leverages the synergistic capabilities of a 
bidirectional long short-term memory network and a convolutional neural network, which have been meticulously designed 
and fine-tuned for the task by us. This comprehensive ensemble classifier captures both sequential dependencies and local 
patterns within the textual data without requiring very large datasets like transformer based models. Through rigorous 
experimentation, we optimise the individual model parameters and ensemble strategy. The experimental results showcase 
the remarkable efficacy of ScrutNet in the detection of fake news, with an outstanding precision of 99.56%, 99.43% speci-
ficity, and an F1 score of 99.49% achieved on the partition test of the data set. Comparative analysis against state-of-the-art 
baselines demonstrates the superior performance of ScrutNet, establishing its prominence as a generalised and dependable 
fake news detection mechanism.
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Abbrevations
ARE  Average relative error
CNN  Convolutional neural network
Bi-LSTM  Bidirectional long short-term memory

TF-IDF  Term frequency-inverse document frequency
BOW  Bag of words
GloVe  Global vectors for word representation
NLP  Natural language processing

 * Aryan Verma 
 s2512060@ed.ac.uk

 * Ali Ahmadian 
 ahmadian.hosseini@gmail.com

 P. Priyanka 
 dr.priyanka@nith.ac.in

 Tayyab Khan 
 tayyabkhan.cse2012@gmail.com

 Karan Singh 
 karancs12@gmail.com

 Lawal .O. Yesufu 
 Lawal.Yesufu@Faculty.Hult.Edu

 Mazeyanti Mohd Ariffin 
 mazeyanti@utp.edu.my

1 School of Mathematics, University of Edinburgh, Edinburgh, 
Scotland EH8 9YL, UK

2 Department of Computer Science and Engineering, 
National Institute of Technology Hamirpur, Hamirpur, 
Himachal Pradesh 177005, India

3 School of Computer & Systems Sciences, Jawaharlal Nehru 
University, New Delhi 110067, India

4 Department of Computer Science and Engineering, IIIT 
Sonepat, Sonipat 131001, India

5 Hult International Business School, Dubai, UAE
6 Positive Computing Research Cluster, Universiti Teknologi 

Petronas, 32610 Seri Iskandar, Perak, Malaysia
7 Faculty of Engineering and Natural Sciences, Istanbul Okan 

University, Istanbul, Turkey
8 Jadara Research Center, Jadara University, Irbid 21110, 

Jordan

http://crossmark.crossref.org/dialog/?doi=10.1007/s13278-025-01412-3&domain=pdf


 Social Network Analysis and Mining           (2025) 15:21    21  Page 2 of 16

TPR  True positive rate
API  Application programming interface

1 Introduction

burgeoning popularity of social media and online platforms 
as a pervasive medium for news consumption has witnessed 
a notable surge in recent years. This upward trend can be 
attributed numerousous factors of significance. Firstly, the 
ubiquitous presence of smartphones and internet connectiv-
ity has empowered individuals to remain interconnected and 
informed while on the move (Manzoor et al. 2019). With a 
mere tap on their devices, users can access a rich reposi-
tory of news articles, tweets, and live updates from diverse 
sources. The unparalleled convenience and accessibility 
proffered by social media platforms render them an unpar-
alleled choice for individuals seeking expeditious and real-
time news updates (Ahmad et al. 2020; Park and Chai 2023).

Secondly, the interactive nature of social media platforms 
has contributed substantially to their escalating prominence 
as a conduit for news dissemination (Mridha et al. 2021). 
Users can actively engage with news content through actions 
such as liking, commenting, and sharing, thereby foster-
ing increased participation and discourse (Ushashree et al. 
2023). This interactivity fosters a sense of community and 
involvement surrounding news stories, thereby cultivating 
a personalised news experience. Moreover, social media 
algorithms are adept at tailoring content based on individual 
preferences, thereby culminating in a curated news feed that 
aligns with users’ proclivities and convictions (Mishra et al. 
2022). This enhanced customisation further augments the 
allure of online content platforms such as social media as a 
fount of news, as individuals can effortlessly access content 
that resonates with their worldview (Jain et al. 2022; Jaiswal 
et al. 2023).

Collectively, the mounting popularity of social media and 
online platforms as a medium of news dissemination can 
be ascribed to their unparalleled convenience, accessibility, 
interactivity, and personalisation. As technology continues 
to progress and connectivity permeates further, it is plau-
sible that social media will continue to exert a momentous 
influence on the manner in which news is consumed and 
propagated (Tsai 2023; Shaik 2023). However, it remains 
imperative for users to exercise critical discernment and ver-
ify the credibility of sources to ensure the ingestion of accu-
rate and reliable information amidst the vast sea of content 
offered by these platforms (Nasir et al. 2021). The pervasive 
rise and widespread popularity of social media platforms 
have ushered in a new era of communication, but lurking 
within this digital realm lies an ominous threat-fake news 
and the spread of false information. As social media has 
revolutionised the way we consume and share information, it 

has simultaneously opened the floodgates for the rapid prop-
agation of false or misleading content (Zhang and Ghorbani 
2020). This issue gained popularity in 2016 during the US 
presidential elections and is dealt with seriously (Allcott and 
Gentzkow 2017). There are multiple false allegations and 
claims made by the online articles which might influence 
people in the decision-making of various domains (Rasool 
et al. 2019). This phenomenon is propelled by the inher-
ent virality and ease of sharing on these platforms, where 
information can be disseminated globally within seconds, 
often without undergoing rigorous fact-checking processes 
(Mahir et al. 2019).

The main contributions of this research study are: 

1. We proposed novel model ScrutNet, an ensemble of Bi-
LSTM and CNN, optimized for capturing both sequen-
tial dependencies and local text patterns in fake news 
detection.

2. We performed ablation analysis with multiple features 
and ScrutNet achieved 99.56% accuracy, 99.43% speci-
ficity, and 99.49% F1-Score, outperforming existing 
baselines in comprehensive experiments.

3. We demonstrated scalability, reliability, and real-time 
applicability through rigorous evaluations and compara-
tive analyses with existing state-of-the-art methods.

2  Problem statement

The ramifications of falsely fabricated news articles and 
wrong information are manifold and profound. The erosion 
of public trust in reliable sources of information is a trou-
bling consequence, as individuals find themselves grappling 
with the daunting task of distinguishing between credible 
and unreliable sources. Beyond trust, the impacts of fake 
news extend to societal divisions and the amplification of 
existing biases. False narratives and manipulated informa-
tion can exacerbate polarisation, fomenting animosity and 
deepening societal rifts (Jang and Kim 2018). This not 
only hampers constructive dialogue but also obstructs the 
path towards finding common ground and forging unity. In 
extreme cases, it can even fuel violence and social insta-
bility. Economically, fake news can tarnish reputations, 
manipulate financial markets, and undermine the demo-
cratic process by influencing public opinion and electoral 
outcomes (Pennycook and Rand 2021). In conclusion, the 
rise of social media platforms has brought forth an unsettling 
consequence-the rampant spread of fake news and misinfor-
mation. To safeguard the integrity of information and fortify 
the foundations of an informed society, it is imperative that 
accountability from online platforms is maintained.

Utilisation of machine learning (ML) and deep learning 
(DL) methodologies has emerged as a cutting-edge approach 
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in the detection and mitigation of fake news (Ibrishimova 
and Li 2020). Given the proliferation of falsified articles on 
online platforms, traditional manual fact-checking methods 
have proven to be inadequate. By harnessing the power of 
ML algorithms equipped with copious amounts of data, it 
is possible to automate the process of identifying and cat-
egorising fake news with improved efficiency and efficacy 
(Giachanou et al. 2019). The power of such methods are 
augmented with the methods which include sentiment analy-
sis to improve the generalisation power of these algorithms 
(Ahmed et al. 2018; Ghanem et al. 2020). Some prevalent 
strategies involve the application of supervised ML algo-
rithms on processed data with the help of natural language 
processing methods (Bhutani et al. 2019). These algorithms 
are trained on labelled datasets, differentiating between 
genuine and deceptive news articles. By extracting relevant 
features such as linguistic patterns, source credibility, and 
social media engagement metrics, models can be trained to 
accurately classify news articles as either authentic or fabri-
cated. Through comprehensive data analysis, these models 
can discern common attributes associated with fake news, 
enabling automated detection (Ajao et al. 2019). Leveraging 
the prowess of extensive data processing, these models are 
capable of capturing intricate relationships among various 
features. For instance, recurrent neural networks (RNNs) can 
analyse sequential data, such as the online content and the 
posts and news articles that are streamed on social media, to 
unveil patterns indicative of misinformation. Additionally, 
CNN can scrutinise textual and visual content to uncover 
inconsistencies, biased language, or manipulated images fre-
quently associated with fake news. Nevertheless, challenges 
persist in the realm of MLand DLfor fake news detection 
(Madani et al. 2022). The dynamic and evolving nature of 
misinformation necessitates a more accurate and generalised 
model to detect fake news.

3  Key contribution

1. Innovative approach: This research presents a pioneering 
approach, ScrutNet, which harnesses the capability of 
deep ensemble learning to effectively detect fake news. 
ScrutNet combines a Bi-LSTM network and a CNN, 
meticulously designed and parameter tweaked for the 
task. By leveraging the synergies between these models, 
ScrutNet constructs a comprehensive ensemble classi-
fier that captures both the sequential dependencies and 
local patterns within textual data. This novel approach 
demonstrates the potential of deep ensemble learning in 
improving the accuracy of detecting the fake news.

2. Superior performance: Through extensive experimen-
tation and optimization, ScrutNet achieves outstanding 
performance in detecting the fake news. The experimen-

tal results exhibit an exceptional accuracy of 99.56%, 
specificity of 99.43%, and a remarkable F1-Score of 
99.49% on the test dataset. Comparative analyses against 
state-of-the-art baselines validate the superior perfor-
mance of ScrutNet, underscoring its effectiveness in 
differing between real and fake synthesized news arti-
cles. This research contributes to advancing the field of 
detecting fake news by providing a highly accurate and 
reliable mechanism.

3. Holistic representation and informed decision-making: 
A key contribution of ScrutNet lies in its ability to com-
prehend textual content holistically, enabling informed 
decision-making. By considering both sequential 
dependencies and local patterns, ScrutNet enhances 
its understanding of the underlying information, lead-
ing to improved accuracy in identifying fake news. This 
comprehensive representation empowers users to make 
well-informed decisions based on trustworthy sources, 
thereby mitigating the negative impact of fake news dis-
semination.

4. Advancement in misinformation mitigation: ScrutNet’s 
superior performance and accuracy represent a step for-
ward in safeguarding the integrity of online information 
sources and fostering public trust. The determinations of 
this research add on to the development of robust mecha-
nisms for detecting and mitigating fake news, ultimately 
supporting the reliability of online content and empow-
ering individuals to navigate the digital landscape with 
confidence.

4  Literature survey

This section covers the recent advancement in the domain of 
detecting fake news using various computing methods. We 
did an exhaustive survey and found the techniques proposed 
by the research community for the task of fake news detec-
tion. There are various experiments with different datasets 
for detecting the deceptive patterns in the news articles and 
Twitter tweets. These experiments range from cleaning of 
data in different ways to utilising Natural Language Pro-
cessing (NLP) techniques for the aim of augmenting the 
accuracy.

Umer et al. (2020) proposed a comparative study in which 
they trained the algorithm using features from raw data con-
trasted against the features extracted from the preprocessed 
data. The pre-processing applied by them increased the 
accuracy from 78% to wobbling 93.0%. Another work by 
Alsaeedi and Al-Sarem (2020) proposed some more pre-
processing techniques such as lowercase removal, hashtag 
removal, Uniform Resource Locator (URL) removal, and 
mention character removal along with numeric chipping. 
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They also proposed supplementing the emoticons with 
descriptive words for them. After manual processing, 
researchers used NLP techniques such as stemming, lem-
matisation, and stop word removal as an effort to gain 
accuracy. When we chop off the end of a word to achieve a 
base word, the process is called stemming. Normalisation 
of a word using morphological analysis and root form gen-
eration is known as lemmatisation (Padnekar et al. 2020). 
Rusli et al. (2020) in their study performed experiments for 
detecting fake news with and without the use of stemmers 
and stop word removal processes. Their method achieved a 
0.8 F1 macro score without the use of stemmers and stop 
word removers and a score of 0.82, with their use. However, 
there are many other techniques that achieved good accuracy 
and F1 scores without the use of stemming and stop word 
removal processes (Granik and Mesyura 2017).

4.1  Feature extraction techniques

In the domain of fake news detection, the most go-to meth-
ods for feature extraction include term frequency-inverse 
document frequency (TF-IDF) and also the bag of words 
(BoW) that aim at improving accuracy. This approach is 
found to be suffering with information loss as the BoW 
model considers each presence of a news article as a poten-
tial document in the corpus. Also, in this technique, the con-
textual information of the words is lost (Thota et al. 2018). 
There has been an advancement from the BoW model by 
the arrival of ’word embedding’ which is sort of a feature 
learning in which words are transformed to vectors of real-
numbers. With the era of neural networks employing the 
task of fake news detection, there are several studies that 
initially found their power in fake news detection (Umer 
et al. 2020; Girgis et al. 2018). The Word2vec, which is 
a pre-trained model working on word embedding has an 
ability to get trained on large datasets (Kaliyar et al. 2020). 
There is also a model, Global Vectors for Word Representa-
tion (GloVe), which is currently in use by many research 
methods for obtaining better accuracy owing to the parallel 
implementation supported by GloVe. Further, there are stud-
ies suggesting repair of deep neural networks applicable to 
the current tasks.

4.2  Data splitting techniques

There were several attempts to discuss the ratio of the data-
set to be used for training, validation, and testing. The sim-
ple and common ratios of splitting the data are 0.7:0.3 and 
0.8:0.2. A study by Mandical et al. (2020) tested applying 
the data split ratio of 90:5:5 and 80:10:10, with the number 
of articles less than and greater than 10000, respectively. 
Another study by Jadhav and Thepade (2019) showed that 
75:25 data split is optimal using the contrastive model 

performance. According to them, there is more variation in 
the model parameters exhibited by smaller sets of training 
data as compared to big training datasets. Also, performance 
metrics also demonstrate a larger variation when working 
with smaller testing datasets.

4.3  Feature extraction

There are attempts in the techniques of feature selection and 
extraction for effective fake news detection. Due to the nature 
of vast vocabulary coming from large corpuses of news arti-
cles, the dataset that is generated after feature extraction 
deals with the problem of dimensionality, for which feature 
selection algorithms are employed. The feature selection and 
extraction techniques are employed in text mining for vari-
ous other tasks (Ozbay and Alatas 2020; Reddy et al. 2020). 
Usually in fake news detection, the language content and the 
visuals related to it are used as features [100]. The principal 
component analaysis (PCA) technique and Chi square tech-
niques are basically employed for the feature reduction tasks 
in ML and DL methods. There are a number of studies which 
proved that using feature selection techniques renders more 
accurate models. A study by Umer et al. (2020) contrasted 
the PCA and Chi square feature selection applied on to dif-
ferent DL algorithms. They found that the feature-reduced 
data rendered better trained models by a wobbling margin of 
20% in the F1 score and 4% in the accuracy, as compared to 
training the model on normal features. The neural networks 
have outperformed the traditional ML methods and also 
other techniques that combined these methods with NLP 
approaches. This is due to the powerful feature extraction 
ability of these models (Qawasmeh et al. 2019). The DL 
systems are able to explore the hidden features of the multi-
modal data facilities.

4.4  Use of CNN models

Kaliyar et al. (2020) proposed FNDNet, which is a cus-
tomised deep CNN, to detect fake news using multiple hid-
den convolutional and pooling layers form the CNN. They 
claim the model is less prone for overfitting and achieved 
a test accurcay of 98.36%. Another work by Fernández-
Reyes and Shinde (2018) developed a CNN, which they 
called StackedCNN. In this they inroduced two dimen-
sional convolutional layers and used word embeddings, 
but still they got not so good performance in contrast to 
other state-of-the-art methods. Li et al. (2020) proposed a 
multilevel CNN and, along with it, used Sensitive word’s 
weight calculating method (TFW). There method out-
performed all the other methods. Alsaeedi and Al-Sarem 
(2020) added more layers to the CNN model which further 
lowered the performance by 0.014. They further recom-
mended that the CNN model’s best performance is noted 
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when dense units are 100 with window size 5. Further a 
dropout method of regularisation is used which lessens 
the problem of overfitting and is mostly used in the task 
of fake news detection (Ajao et al. 2018).

In a validation study, Girgis et  al. (2018) performed 
experimentation with different models, including CNN, 
LSTM, Vanilla, and Gated Recurrent Unit (GRU). There are 
multiple conlusions that they drew from this study.Accord-
ing to them, Vanilla suffered with vanishing gradient, which 
is solved by GRU, which further takes more time to train. 
Singhania et al. (2017) used a bi-directional GRU for word 
annotations. In an effort to do something different, Long 
et al. (2017) proposed an LSTM with additional features as 
the speaker profile. Their findings suggest that the speaker 
profiles can improve the fake news detection results. A study 
by Bahad et al. (2019) developed a method that used a RNN 
model, but this is found to be tackling the vanishing gradient 
problem. Now, for coming up with the solution of vanishing 
gradient problem, they proposed the utilisation of LSTM-
RNN. This model is found to have higher precision as con-
trasted with the state of the art CNN. A further study in this 
direction done by Asghar et al. (2021) proposed a method 
which used a Bi-LSTM along with the power of CNN for 
the task of rumour identification. The Bi-LSTM is said to 
preserve the information in both directions. This approach 
is found to be computationally expensive. Sahoo and Gupta 
(2021) proposed merging the user profile and the features 
from content of news in order to detect the fake news. They 
used facebook Application Programming Interface (API) to 

crawl the content and some more new features described by 
them which required a more time-consuming process.

4.5  Use of BERT models

Recent advancements in fake news detection have explored 
innovative combinations of BERT with other techniques to 
enhance performance. Verma et al. (2023) fine-tuned BERT 
using CNN-based N-gram features on the Kaggle Fake News 
Dataset, achieving a +1.10% improvement over base BERT. 
Koru and Uluyol (2024) combined BERT with Word2Vec 
embeddings to detect fake news in the Turkish TR_FaRe_
News dataset, reporting accuracies of 90-94%. Essa et al. 
(2023) integrated the BERT tokenizer with LightGBM and 
Word2Vec, obtaining 91.31% accuracy on the FNC-I and 
ISOT datasets. Additionally, Zhang et al. (2024) employed 
a Graph Neural Network with BERT and a co-attention 
mechanism, achieving 90.30% accuracy on the Twitter 15, 
Twitter 16, and PHEME datasets. These studies underscore 
the effectiveness of combining BERT (Jazi et  al. 2024; 
Yousefpanah et al. 2024) with complementary methods for 
improved fake news detection.

A tabular analysis of these studies done for the purpose 
of fake news detection is represented in Table 1. Along with 
the performance measures, the datasets used to run these 
methods on are also displayed. Going through all the litera-
ture cited above, we found our method to be better in terms 
of performance, which is explained in later sections of this 
work.

Table 1  A summary of existing ML techniques for fake news detection with their reported accuracy. All these studies are aimed at classifying 
news articles from a corpus into fake and reliable

S. No Method Dataset Accuracy References

1 Passive aggressive method applied with TF-IDF gener-
ated vectors

Kaggle Fake News dataset 83.8% Mandical et al. (2020)

2 Features of CNN and LSTM on GloVE vector repre-
sentations

Kaggle Fake News dataset 94.71% Agarwal et al. (2020)

3 TF-IDF vector representation with passive aggressive LIAR Dataset 99.0% Mandical et al. (2020)
4 GLoVE vector representation with BERT model Kaggle Fake News dataset 98.90% Kaliyar et al. (2021)
5 Bidirectional LSTM RNN applied with GLoVE vectors Kaggle Fake News dataset 98.75% Bahad et al. (2019)
6 GLoVE vectors with deep CNN network Kaggle Fake News dataset 98.36% Kaliyar et al. (2020)
7 CNN network with tensorflow embedding layer Kaggle Fake News dataset 96.0% Ajao et al. (2018)
8 TF-IDF with DSSM LSTM Kaggle Fake News dataset 99.0% Jadhav and Thepade (2019)
9 PCA technique and ensemble of CNN+LSTM FNC-1 Dataset 97.8% Umer et al. (2020)
10 Bidirectional LSTM with Word2vec FNC-I Dataset 94.0% Padnekar et al. (2020)
11 BERT trained on CNN based N-gram features Kaggle Fake News Dataset +1.10% 

than base 
BERT

Verma et al. (2023)

12 BERT with Word2Vec Turkish TR_FaRe_News dataset 90-94% Koru and Uluyol (2024)
13 BERT tokeniser with LightGBM with Word2vec FNC-I and ISOT Dataset 91.31% Essa et al. (2023)
14 Graph Neural Network with BERT and co-attention 

mechanism
Twitter 15, 16, and PHEME Dataset 90.30% Zhang et al. (2024)
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5  Data and methods

This section describes the main techniques involved in this 
research and presents details about the dataset utilized for 
this research work. Figure 1 illustrates a condensed repre-
sentation of the experimental process conducted. Subsequent 
sections elaborate on the different stages depicted in Fig. 1, 
which outline the progression of the fake news detection 
approach development.

5.1  Dataset used

We used a publicly available and benchmark dataset of 
fake news detection from Kaggle. The "Fake News" dataset 
(Veronica et al. 2018) from Kaggle is one of the most used 
datasets by the research community to come up with the 
research methodologies in the domain of fake news detec-
tion. This dataset has three main data files, train, test and 
submit. The train file is used by all the works as it is labelled 
and available in.csv (comma-separated values) format. There 
are a total 20800 entries with fields id, author, title, text, and 
label. A snapshot of the dataset is shown in Fig. 2. Taking a 
train-test split of the train.csv file, we use 16640 data rows 
to train our algorithm and 4160 data rows to evaluate it. We 
have concatenated title, author, and text to make one column 
on which further operations are applied. More information 
on the dataset and its acquiring strategies is available in the 
data availability statement of this research work.

5.2  Text cleaning

In this work we performed text cleaning, and all the opera-
tions are explained in this section. This is a crucial preproc-
essing endeavour within the realm of NLP, where the raw 
and unrefined textual data undergoes a metamorphosis into 
a refined and structured form. This intricate process encom-
passes an array of important tasks. Firstly, the replacement 
of contractions transpires, wherein contracted words, such as 
"don’t," are expanded to their expanded counterparts, such 
as "do not," fostering consistency and optimising subsequent 
analysis (Verma et al. 2022). Secondly, the intricate chore 
of punctuation comes into play, encompassing the removal 
or substitution of punctuation marks like commas, periods, 
and question marks that often lack substantial contribution 
to the text’s overall meaning. Thirdly, the intricate art of 
word splitting emerges, deftly separating compound words 
like "applepie" into its constituent parts, "apple" and "pie," 
facilitating more accurate analysis and interpretation. Next, 
the discerning endeavour of stopword removal transpires, 
extinguishing common and insignificant words like "the," 
"is," and "and" that possess minimal semantic weight and 
can potentially add noise to the analysis (Verma et al. 2023). 
Finally, the task of sign removal manifests, delicately dis-
carding special characters, symbols, and emojis that wield 
little to no influence over the textual understanding and 
comprehension.

5.3  Lemmatization and tokenization

Within the context of our research paper, we incorporated 
two fundamental techniques, stemming and lemmatisation, 
as part of our text preprocessing pipeline (Singh et al. 2023). 

Fig. 1  Image showing an over-
view of the proposed approach 
for fake news detection

Fig. 2  Image showing a snap-
shot of the dataset used in this 
research work
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Stemming involves converting the words to come up with 
their root form by eliminating the prefixes and suffixes, 
thereby unifying different word variations into a single rep-
resentation. This process aids in dimensionality reduction 
and streamlines subsequent analysis. For instance, words 
like "programming," "programmer," and "programs" would 
all be stemmed to "program." In contrast, lemmatisation 
takes a more sophisticated approach, considering the con-
text and part of speech in the sentence. By mapping words to 
their dictionary form or lemma, lemmatisation enables more 
precise transformations. For example, verbs like "caring," 
"cares," and "cared" would be lemmatised to "car" while 
nouns like "dogs" would remain unchanged. By leveraging 
the power of lemmatisation, we successfully normalised our 
text data, reduced redundancy, and heightened the accuracy 
of our subsequent analyses.

5.4  GloVE embeddings

We performed a comparison between various NLP methods 
such as TF-IDF, Bag-of-words, Word2vec, and GloVe for 
determining the best method in terms of performance for 
our application. A summary of the analysis between these 
methods is shown in Table 2. Finally, after comparing the 
above methods, we select GloVe word embeddings. GloVe 
is a prominent method that generates the embeddings for 
the words, which are representations in the form of dense 
vectors capturing both semantic and syntactic relationships 
among words in NLP tasks (Verma et al. 2023). Unlike tra-
ditional approaches that rely solely on local context, GloVe 
leverages global statistics by a matrix constructed for co-
occurrence of words from large text corpora.

The co-occurrence matrix represents the likelihood of two 
words appearing together in a given context. By factorising 
this matrix, GloVe aims to learn word representations that 
encode the meaning and relationships between words. The 
training process involves minimising an objective function 
that is dependent on weighted least squares of the difference 

between the word vectors’ dot product and the logarithm of 
probability of co-occurence. Here in the formula 1, Z is the 
co-occurrence matrix, and it Zi,j reports the count of p-th and 
q-th word co-occurrence. Now the cost function would be:

where N is vocabulary size, w is for word vectors, b for 
biases, W + w̃ is the output of this algorithm. The model 
architecture of GloVe is shown in Fig. 3. A one-hot word 
acts as an input to this algorithm, and inner products of word 
vectors in the shape of a vector are the output. The updation 
of embedding matrices is carried out with gradient of loss 
function in formula 1.

GloVe embeddings possess several desirable properties. 
They capture both local and global word relationships by 
considering co-occurrences across different distances, effec-
tively incorporating semantic information. Moreover, they 
offer computational efficiency during training, making them 
scalable for large-scale corporations. Additionally, GloVe 
embeddings exhibit linear substructures, enabling algebraic 
operations that approximate semantic relations, such as vec-
tor analogies. Though Table 2 summarises the advantages 

(1)J =

N
∑

p,q=1

f (Zp,q)(w
T
p
w̃q + bp + b̃q − logZp,q)

2

Table 2  Summary of comparison drawn between various NLP methods for choosing best method to convert the tokens to vectors

S. No NLP Method Advantages Disadvantages

1 TF-IDF This method takes both less important and more important 
words into consideration. For large corpus, this method 
is slow. Also, position, co-occurrences and semantics are 
not considered

This method ignores the context and semantics of words, 
failing to capture the relationships and meanings between 
terms in a document

2 Bag-of-Words This method is very easy to implement and understand Again, the semantic relations and position are ignored
3 Word2Vec It maintain the semantic meaning of the words contained 

within text. The information of context is preserved and 
vector size is small

Unavailability of common representations at sub-word level 
and it can’t deal with unfamiliar words

4 GloVe Better than above three, as it doesn’t rely on local statistics Word vectors are generated with help of global word co-
occurrence

Fig. 3  Figure showing model architecture of GloVe embedding
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of GloVe, the following are given a comparison of recent 
approaches with GloVe.

GloVe has advantages over TF-IDF in NLP: 

1. Semantic representation: GloVe captures semantic rela-
tionships, while TF-IDF lacks semantic meaning.

2. Contextual information: GloVe considers global context 
and provides a broader understanding across documents, 
unlike TF-IDF, which focuses on individual documents.

3. Dimensionality reduction: GloVe has fixed dimension-
ality, reducing complexity compared to TF-IDF’s high-
dimensional and sparse vectors.

4. Transfer learning: Pre-trained GloVe embeddings gener-
alise well, benefiting from semantic knowledge, whereas 
TF-IDF is dataset-specific.

5. Algebraic operations: GloVe allows algebraic operations 
to approximate semantic relationships, which is not pos-
sible with TF-IDF.

GloVe has advantages over Word2Vec in NLP: 

1. Global information: GloVe captures global word co-
occurrence patterns, while Word2Vec focuses on local 
contexts.

2. Intuitive vector arithmetic: GloVe allows for meaningful 
algebraic operations, while Word2Vec may not consist-
ently preserve vector relationships.

3. Improved rare word performance: GloVe performs better 
on infrequent words due to larger training corpora and 
global context.

4. Scalability and efficiency: GloVe is computationally 
efficient and scalable, while Word2Vec requires more 
resources and training time.

5. Pretrained Embeddings: GloVe offers readily available 
pretrained embeddings with broader coverage compared 
to Word2Vec.

5.5  RNN

We introduced ScrutNet with the help of some base net-
works, which come from the family of RNN and CNN. 
RNN are a class of neural network architectures specifically 
designed for modelling the data, which is sequential in 
nature. Unlike feedforward neural networks, these networks 
incorporate feedback connections that allow information to 
be propagated not only forward but also back to previous 
steps in the sequence (Guleria et al. 2023). The RNN digests 
an input at every step, combines it with the previous step 
function output of hidden state, and an output is produced 
as a resultant. This recurrent nature enables the network to 
maintain an internal memory, allowing it to capture and uti-
lise information from earlier steps. This memory mechanism 
allows RNNs to effectively process and learn from temporal 

dependencies in sequential data (Vardhan et al. 2023). How-
ever, standard RNNs are prone to vanishing or exploding 
gradients during training, which can impede their ability to 
learn long-term dependencies. To overcome the problem, 
advanced RNN architectures, such as LSTM and GRU, are 
currently in use.

5.5.1  LSTM

LSTM networks, which are a transformed version of RNN, 
are designed to overcome the limitations of traditional RNNs 
in capturing the dependencies that are found in sequential 
data for long terms. LSTM networks employ memory cells 
with specialised gating mechanisms, including input (i) , 
forget (f ) , cell candidate (g),and output gates (o) , to regu-
late the information and data flow throughout the neural 
units, as demonstrated in Fig. 4. The model input weights 
(Zi, Zf , Zg, Zo) , recurrent weights (Ui,Uf ,Uh,Uo) , and biases 
(yi, yf , yg, yo) are determined by the parameter matrices 
Z,U, and y.

The input gate of an LSTM network determines the rel-
evance of incoming information. It combines the input to 
the current unit and the output of the hidden state from the 
previous step, passes it through an activated sigmoid unit, 
and produces an activation vector that controls the input flow 
into the memory cell as shown in formula 2. The decision of 
which information is to be passed and what to be retained 
is done by the forget gate. The input is the current state 
and hidden state from the previous step and throws it to the 
sigmoid function, and outputs a forget vector. The forget vec-
tor takes each element and performs multiplication with the 
cell state of previous memory, to selectively forget irrelevant 
information as shown in formula 3. The output gate manages 
the memory cell output. This gate applies sigmoid to the 
input given to it and hidden state from the previous step and 
generates an output vector that influences the output of the 
LSTM as shown in formula 5.

Fig. 4  Figure representing the unfolded model architecture of the 
LSTM cell
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The state of the memory cell updates on the reception of 
outputs from the input gate, forget gate, and the input, which 
is passed at present time. The input gate is applied to the 
current input, which is then combined with the forget gate 
applied to the previous memory cell state. This element-wise 
addition and multiplication process ensures the appropriate 
storage and removal of information in the memory cell state, 
as shown in formula 6. The hidden state of the LSTM net-
work is computed by applying the output gate to the updated 
memory cell state. This produces a filtered hidden state that 
captures the relevant information from the sequence as 
shown in formula 7.

By incorporating memory cells and gating mechanisms, 
LSTM networks can effectively capture and utilise long-term 
dependencies in sequential data. This makes them highly 
suitable for applications such as NLP, recognition of speech, 
and analysis of time series data, where understanding and 
modelling sequential relationships are critical.

5.5.2  Bi‑LSTM

Bi-LSTM networks are an advanced variation of the LSTM 
architecture that enables the incorporation of information 
from both previous and upcoming contexts in sequence 
modelling. Bi-LSTMs differ from traditional LSTMs in their 
bidirectional processing nature, which allows them to simul-
taneously capture dependencies in both directions, the front 
and reverse (Verma et al. 2024). In Bi-LSTM networks, the 
input sequence is processed by two separate LSTM layers: 
the layers responsible for forward propagation and the layers 
responsible for backward propagation, as shown in Fig. 5. 
The sequence from beginning till the end is traversed by 
the forward layer, and the backward layer does this in the 
opposite direction. At each time step, the hidden states and 
memory cells of both layers are concatenated, producing 
a fused representation that encodes information from both 
directions as shown in formula 13.

(2)�⃗it = 𝜎g(
��⃗Zixt +

����������⃗Uiht−1 + ��⃗yi)

(3)�⃗ft = 𝜎g(
���⃗Zf xt +

����������⃗Uf ht−1 + ��⃗yf )

(4)��⃗gt = 𝜎g(
���⃗Zgxt +

�����������⃗Ught−1 + ��⃗yg)

(5)���⃗Ot = 𝜎g(
���⃗Zoxt +

�����������⃗Uoht−1 + ��⃗yo)

(6)���⃗Ct =
�⃗ft ⊙

������⃗Ct−1 +
�⃗it ⊙ ��⃗gt

(7)��⃗ht =
���⃗Ot ⊙ 𝜎h(

���⃗Ct)

By leveraging bidirectional processing, Bi-LSTMs pos-
sess an enhanced capacity to capture contextual dependen-
cies that extend in both temporal directions. This capability 
is particularly advantageous in tasks where understanding the 
entire sequence, including future contexts, is essential, such 
as sentiment analysis, fake news detection, and named entity 
recognition.

The incorporation of bidirectional information introduces 
additional computational complexity and parameter require-
ments compared to traditional LSTMs [62]. Each layer pro-
cesses the sequence independently, resulting in a more intricate 
architecture. However, the benefits of modelling bidirectional 
dependencies often outweigh the associated computational 
costs.

In summary, Bi-LSTM networks extend the LSTM archi-
tecture by introducing bidirectional processing. In this net-
work, the information is processed in the same manner as in 
LSTM with the help of formulas 2, 3, 4, 5, 6, 7 in the forward 
direction and with the formulas 8, 9, 10, 11, 12, 13 in the back-
ward direction. This empowers the networks to effectively cap-
ture bidirectional dependencies, making them well-suited for 
tasks that demand a comprehensive understanding of sequen-
tial data in both temporal directions. This is the primary reason 
for making this model to be a part of our ensemble technique.

(8)�⃖it = 𝜎(g( �⃖�Zixt +
�⃖���������Uiht−1 + �⃖�yi))

(9)�⃖ft = 𝜎(g( �⃖��Zf xt +
�⃖���������Uf ht−1 + �⃖�yf ))

(10)�⃖��Ct =
�⃖ft ⊙

�⃖�����Ct−1 +
�⃖it ⊙ 𝜎c(

�⃖��Zcxt +
�⃖���������Ucht−1 + �⃖�yc)

(11)�⃖��Ot = 𝜎(g( �⃖��Zoxt +
�⃖����������Uoht−1 + �⃖�yo))

(12)�⃖�ht =
�⃖��Ot ⊙ 𝜎h(

�⃖��Ct)

Fig. 5  The figure represents an unfolded model of a bi-LSTM cell 
with one step prior and one step ahead processing
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5.6  CNN

We have employed CNN as a part of our ensemble model 
and for convolving the features found with the help of bi-
LSTM model in the ensemble. CNNs have transcended the 
boundaries of intelligent vision tasks and have emerged as 
a formidable tool for NLP tasks, particularly in the realm 
of text classification. Leveraging their prowess in capturing 
local patterns and semantic features, CNNs have become 
a potent force in NLP classification applications such as 
sentiment analysis, text categorisation, and document 
classification.

When employed in NLP classification, CNNs operate on 
text inputs that are typically encoded as sequences of words 
or characters. Prior to feeding the text into the CNN archi-
tecture, it is transformed into word embeddings or character 
embeddings, serving as the foundation for subsequent com-
putations. Convolutional layers are then applied to discern 
and extract pertinent local patterns within the input embed-
dings. Through the utilisation of filters, which traverse the 
sequence, salient features and n-grams of significance are 
identified, allowing for effective feature detection.

The feature maps coming as an output from convolu-
tional layers are downsampled by using pooling layers 
which reduce dimensionality. The pooling operations serve 
the purpose of capturing the most prominent features or 
aggregating information across the sequence, respectively. 
The major ones being maxpooling operations and average 
pooling. Following the pooling layers, the resultant features 
undergo flattening and are fed into fully connected layers or 
dense layers. These layers are responsible for learning high-
level representations and modelling intricate interactions 
between the extracted features, ultimately enabling accu-
rate classification of the input text. In our case, CNNs offer 
numerous advantages by possessing the ability to capture 
both local and compositional features inherent in the text, 

(13)yt = 𝜎g(Wy(
��⃗ht,

�⃖�ht) + by)
thereby effectively assimilating word order and contextual 
information. Additionally, CNNs excel in their capacity to 
accommodate inputs of variable length, while simultane-
ously having the capability to autonomously learn relevant 
features, thereby obviating the need for explicit feature 
engineering.

5.7  ScrutNet: ensemble model

Our novel ensemble model for detecting fake news combines 
the power of Bi-LSTM and CNN layers to effectively capture 
both sequential and spatial features from textual data. The 
architecture of the model is shown in Fig. 6. The input to 
the model is transformed into vectors with the help of the 
GloVe. Now, this vectorised form is input to a 1-dimensional 
convolutional and a bi-LSTM layer at the same time. Fur-
ther, we see that convolutional layers are accompanied by 
maxpooling layers, with some dropout layers in between to 
maintain the regularisation.

The CNN layer is crucial in extracting local and compo-
sitional features from the input text. This helps for captur-
ing the meaningful information such as word associations, 
n-gram features, and syntactic patterns, which can be indica-
tive of the presence of fake news. The Bi-LSTM layer, with 
its bidirectional nature, allows capturing the information 
related to context and also the dependencies that are seen 
for the long term by considering both the previous time 
and upcoming words in the input sequence. This enables 
the model to grasp the intricate patterns and relationships 
within the text, which are crucial for identifying misleading 
or fabricated information.

The outputs from the Bi-LSTM and CNN layers are then 
combined in a feature slicing layer, which aggregates the 
information learnt from both architectures. Here the features 
from both sides of the ensemble are made compatible to 
be fed in the proceeding convolutional layer. This fusion 
process facilitates the integration of the complementary 
strengths of Bi-LSTM and CNN, enhancing the overall per-
formance of the ensemble model. It effectively captures both 
sequential dependencies and spatial features, allowing for a 
more accurate and robust identification of deceptive content.

Fig. 6  Image showing the archi-
tecture of the ensemble model 
developed in this work
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To ensure optimal performance, we conducted a sys-
tematic hyperparameter tuning process for ScrutNet. Key 
hyperparameters, including the number of Bi-LSTM units, 
CNN filter sizes, kernel sizes, and dropout rates, were opti-
mized using a grid search approach. The tuning was guided 
by cross-validation on the training set to balance accuracy 
and generalization. For instance, the best performance was 
achieved with 128 Bi-LSTM units, 64 CNN filters, a kernel 
size of 3, and a dropout rate of 0.3, minimizing overfitting 
while maintaining high accuracy. The influence of hyperpa-
rameter variations on performance was carefully analyzed, 
demonstrating that the selected configuration enables robust 
performance across different dataset partitions, thereby 
ensuring reliability in broader applications.

6  Results and discussion

This section consists of the experimental results obtained 
while doing this research work. The training and valida-
tion accuracy and loss plots are given in Figs. 7 and 8. The 
training accuracy reaches 99.81% with a loss of 9.66% in 
34th epoch, while the validation accuracy is 99.68% with 
a loss of 11.20%. This trained model was evaluated on test 
data with the help of evaluation metrics, employed to gauge 
the capabilities of classification algorithms. We conducted 
experiments with the BERT model, incorporating Word-
2Vec embeddings to enhance its performance. Our findings 
revealed that the BERT model exhibited significant overfit-
ting on the dataset with 99.81% train accuracy and 96.23% 
test accuracy. Furthermore, employing LIME for interpret-
ability analysis indicated that BERT struggles to capture 
the nuanced patterns in small datasets, posing a potential 
limitation for language-specific fake news detection tasks.

Relying solely on classification accuracy falls short in 
making this determination. Hence, additional assessment 
metrics become indispensable for a comprehensive evalu-
ation. The confusion matrix, which shows the correct and 
incorrect classifications of the test samples by the algorithm, 
is shown in Fig. 9. With the help of this confusion matrix, 
we see that out of total 4160 samples, ScrutNet is able to 
detect 4142 samples correctly, which comprise 2121 fake 
class and 2021 real class news articles. Also, the ensemble 
accounts for 18 misclassifications. The following are the met-
rics obtained for our final trained ScrutNet model.

6.1  Accuracy

Accuracy measures the overall correctly classified cases 
from the total number of cases available for testing. In other 
words, it indicates the proportion of correctly classified news 
articles, including fake and real, over the total number of 

news articles. This is calculated according to formula 14 and 
comes out to be 99.56%.

6.2  Precision

Precision, also called positive predicted value, tells us about 
the capability of our trained network to correctly identify 
the real news articles out of all the test articles given to it. 
It is calculated according to the formula 15 and comes out 
to be 99.46%.

6.3  Recall

Recall is also known as the sensitivity or true positive rate 
(TPR) of the trained algorithm. This metric measures that 
out of all the genuine news articles, how many classifiers are 
able to detect. It focuses on the coverage of real news articles 
and is calculated according to the formula 16, which comes 
out to be 99.65%.

6.4  F1‑score

The F1 score is determined by taking the harmonic mean of 
the precision and recall metrics. This is a balanced metric for 
the classifier and has its value from 0 to 1. This is calculated 
according to formula 17 and comes out to be 99.49%.

6.5  Specificity

Specificity is also known as true negative rate (TNR). This 
metric measures the total number of correctly predicted fake 
articles by the classifier out of the actual number of fake 
articles in the testing corpus. It is the complement of the 
false positive rate, and it is calculated according to formula 
18, which comes out to be 99.44%.

(14)Accuracy =
(TP + TN)

TP + FP + TN + FN

(15)Precision =
TP

TP + FP

(16)Recall =
TP

TP + FN

(17)F1 Score =
2 ∗ Precision ∗ Recall

Precision + Recall

(18)Specificity =
TN

TN + FP
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We performed training of several other architectures, 
including LSTM, Bi-LSTM, CNN, and ScrutNet. This 
is done to contrast the capabilities of our novel model as 

compared to baseline architectures. The training process is 
carried on with a nested cross-validation approach, as shown 
in Fig. 10. The nested CV allows for more generalised mod-
els to be trained and more true insights as the test partition 
is not seen by the model in any fold of data. This method 
is better than holdout validation and K-fold CV. The results 
are summarised in Table 3. As noticed from the given table, 
the proposed methodology clearly outperforms the baseline 
architectures with a margin of 2–3% accuracy. Not only this 
happens with the training data, but also on the test data, the 
model outperforms the baseline architectures, which shows 
the generalisation power of our approach.

To evaluate the effectiveness of the proposed ScrutNet 
model trained on GloVe embeddings, we conducted an abla-
tion study by replacing GloVe with alternative feature rep-
resentation techniques, including Word2Vec, TF-IDF, Bag-
of-Words, FastText, and ELMo. The results, summarized 
in Table 4, demonstrate that ScrutNet with GloVe achieved 
the highest performance, with a training accuracy of 99.81% 
and test accuracy of 99.68%, alongside the lowest training 
and test loss of 9.66% and 11.20%, respectively. Among the 
alternatives, FastText and Word2Vec delivered competitive 
results, albeit slightly lower than GloVe, while traditional 
methods such as TF-IDF and Bag-of-Words exhibited sig-
nificantly reduced accuracy and higher loss values. These 
findings underscore the importance of leveraging context-
rich embeddings like GloVe to maximize the model’s ability 

Table 3  This tables shows the 
performance of various popular 
baseline architectures on same 
data along with our proposed 
method ScrutNet

LSTM Bi-LSTM CNN ScrutNet

Fold No Train Acc Test Acc Train Acc Test Acc Train Acc Test Acc Train Acc Test Acc

1 96.71% 94.92% 98.73% 97.93% 96.87% 96.01% 99.57% 99.24%
2 97.40% 95.73% 98.17% 97.55% 98.73% 97.29% 99.72% 99.55%
3 97.19% 95.08% 98.80% 97.16% 97.60% 97.17% 99.53% 99.40%
4 96.82% 95.27% 98.56% 97.23% 97.13% 96.77% 99.71% 99.59%
5 97.45% 95.31% 97.90% 97.48% 97.47% 97.08% 99.79% 99.64%

Fig. 7  The image represents the accuracy plotted over multiple 
epochs while training and testing the ScrutNet

Fig. 8  The image represents the loss plotted over multiple epochs 
while training and testing the ScrutNet

Fig. 9  The image represents the confusion matrix of the evaluation of 
ScrutNet
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to capture intricate patterns in language, which is crucial for 
fake news detection.

7  Conclusion

In this study, we developed a pioneering deep ensemble 
network explicitly designed to detect fake news articles. 
By integrating the unique strengths of Bi-LSTM and CNN 
architectures, our approach achieved an exceptional test 
accuracy of 99.56%, setting a new benchmark across vari-
ous domains.

The synergy of Bi-LSTM and CNN within our frame-
work endowed it with the capability to effectively capture 
both sequential features and the intricate structural charac-
teristics present in news articles. The Bi-LSTM component 
excelled at understanding long-range dependencies and con-
text awareness, while the CNN component adeptly identified 
localised patterns and hierarchical representations. Rigorous 
experimentation and evaluation conducted on a substantial 
dataset confirmed the unparalleled performance of our pro-
posed deep ensemble network, ScrutNet.

Compared to the current leading approaches for fake 
news detection leveraging ML and deep learning, our 

methodology outperformed others in terms of accuracy. A 
summarised comparative analysis of previous prominent 
works with our work is presented in Table 5. Moreover, 
our approach addressed the challenge of generalisation by 
employing an ensemble technique that harnessed the collec-
tive insights of multiple models trained on distinct subsets 
of the data. This strategic integration not only elevated the 
system’s overall performance but also improved precision to 
99.46%. Our model offers a promising avenue for deploy-
ment in real-world applications, such as social media plat-
forms and news aggregators, where addressing the spread of 
fake news is critically important.

As we advance, further research should focus on inte-
grating domain-specific knowledge and external linguistic 
resources to enhance the system’s robustness and accuracy. 
Investigating the use of hybrid architectures that blend 
deep learning with traditional machine learning techniques 
could offer new perspectives on improving generalizability. 
Moreover, expanding the dataset to include multilingual and 
cross-cultural news articles can enable the model to oper-
ate effectively across diverse contexts. Finally, the model’s 
real-time implementation and scalability can pave the way 
for combating fake news in dynamic and large-scale envi-
ronments. Our research signifies a significant breakthrough 

Fig. 10  The image represents 
the nested cross-validation 
approach used for training the 
models

Table 4  Ablation study results 
for scrutnet with different 
feature representations on fake 
news detection data

Method Training accu-
racy (%)

Test accuracy (%) Training loss (%) Test loss (%)

Proposed (GloVe) 99.81 99.68 9.66 11.20
Word2Vec 98.95 98.42 12.30 13.75
TF-IDF 97.80 96.85 14.85 16.20
Bag-of-Words 96.95 95.60 16.50 18.35
FastText 99.10 98.65 11.40 12.85
ELMo 98.25 97.85 13.20 14.55
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in fake news detection, introducing an exceptional deep 
ensemble network that surpasses existing methods based on 
reported performance metrics.

Data Availability The dataset utilised in this research comprises a 
comprehensive collection of news articles acquired from Kaggle. In 
adherence to ethical and legal considerations, the specific dataset uti-
lised cannot be directly disclosed due to the probable disclosure of 
misleading data or any metadata. However, researchers interested in 
accessing the fake news dataset can readily obtain it by navigating to 
https:// www. kaggle. com/c/ fake- news/ data. Access to and availability 
of the dataset are contingent upon compliance with Kaggle’s terms and 
conditions. For detailed information regarding the dataset’s origins, 
methodology employed in its collection, and potential applications, we 
recommend consulting the original Kaggle dataset page and associated 
documentation.
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