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Abstract
COVID-19 is a worldwide epidemic that seriously affected the lives of people. Since its inception, physicians have tried their 
best to trace the virus and reduce its spread. Several diagnostic approaches have been reported to detect the coronavirus in 
research, clinical, and public health laboratories. Although the existing systems aid medical experts in the diagnosis, they 
still lack precise detection and may fail to detect COVID-19 in a timely manner. Therefore, in this study, we recommend 
two approaches i.e., the first approach is based on the VGGish network that focuses on vocal signals, such as breathing and 
coughing, and the second approach is based on ResNet50, which takes chest X-rays as input. With the help of VGGish, the 
patient’s cough, voice, and respiration audios have been classified as patient and non-patient achieving an accuracy of more 
than 98%. We also assessed the performance of several methods for X-ray classification, such as ResNet50, VGG16, VGG19, 
Densnet201, Inceptionv3, Darknet, GoogleNet, squeezeNet, and Alex-Net. TheResNet50 outpaced all supplementary CNN 
models with a precision of 94%. However, when we took both types of inputs simultaneously, the accuracy for detection was 
increased to 99.7%. After extensive experimentation, we believe that our proposed hybrid method is robust enough to take 
X-rays and audio as mel-spectrograms and identify COVID-19 at early stages, attaining an accuracy of 99.7%.
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1  Introduction

In December 2019, numerous cases of pneumonia were 
identified in Wuhan. SARS-Cov-2 is an acute respiratory 
syndrome that affects breathing severely. This epidemic 
killed millions of people worldwide and it spreads from one 
person to another very easily. According to WHO, on March 
30, 2022, there were 483,556,595 verified COVID-19 cases, 

with 6,132,461 fatalities documented [1]. Cough, fever, mus-
cular or body pains, shortness of breath, headache, taste-
lessness, diarrhea, and sore throat characterize COVID-19. 
COVID spreads through drops and infection particles when a 
tainted individual makes coughs or wheezes. Therefore, nec-
essary precautions include keeping a social distance, wear-
ing a mask, and washing hands [2]. The incubation period 
for coronavirus patients is 3–12 days.
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There exist several manual methods for the detection of 
COVID-19 virus, including polymerase chain reaction (RT-
PCR) and lung screening, such as X-rays and CT images, 
which are utilized to detect the infection. Hence, RT-PCR test 
is not a solid marker for the presence of COVID-19 disease 
because it requires a significant amount of resources, manual 
effort, substantial costs, and considerable time investment. Fur-
thermore, performing an RT-PCR test mandates the involve-
ment of proficient personnel who are well-trained in utilizing 
RT-PCR kit to carry out the test, explicitly using throat or nasal 
swabs for detecting SARS-CoV-2. Additionally, a comprehen-
sive arrangement encompassing skilled professionals, a labora-
tory, and an RT-PCR apparatus is imperative for conducting 
RT-PCR tests [3, 4]. Therefore, the researchers have focused 
on various automated systems that can detect the presence of 
infection and ways to control it at an early stage.

CT and X-ray scans are two ways that can aid in the 
diagnosis of pandemics in their early stages. The chest 
X-ray (CXR) imaging method is generally favored over 
CT scans due to the latter’s elevated radiation dosage, 
which is particularly concerning for pregnant women and 
children. In contrast, CXR employs minimal radiation, 
reduces cross-infection risk, and is extensively accessible 
compared to CT scans. Nevertheless, numerous limitations 
exist associated with manually diagnosing COVID-19 
using CXRs. For example, it consumes more time and is 
susceptible to humanoid mistakes. Likewise, the pandemic 
situation demands a substantial number of radiologists 
for the timely diagnosis of COVID-19 using CXRs manu-
ally. Hence, there is a need for an automated approach 
to achieve precise COVID-19 diagnosis. In recent times, 
several approaches based on deep learning (DL) have been 
introduced to accomplish this objective.

Artificial intelligence (AI) is a wide term that includes 
several subcategories, such as Machine Learning (ML) 
and Deep Learning (DL) [5–8]. The DL-driven methods 
are introduced in recent studies for COVID-19 diagnosis 
[9, 10]. They are categorized into two primary groups: 
segmentation-based strategies and classification-based 
approaches. The classification-based approaches mostly uti-
lized convolutional neural networks (CNN), such as ResNet, 
DenseNet, and VGG, which extract the overall features from 
lung images to recognize COVID-19 infection. On the other 
hand, segmentation-based methodologies focus on analyz-
ing the regions affected by COVID-19 in the lungs. This is 
accomplished by the network’s training to identify the area 
of lung, after which the segmented region is fed into the net-
work for classification [11]. However, segmentation-based 
techniques still encounter certain constraints. For instance, 
these methods can be overly sensitive to intricate shapes 
in the impacted regions. Additionally, their performance 
is heavily reliant on meticulously annotated training data, 
which is a tiring process.

However, DL and ML models [10, 11] have significant 
drawbacks. These include their reliance on large datasets for 
training, the necessity of expensive computational resources 
like graphical processing units (GPUs), extensive trainable 
parameters, large feature vector sizes, and prolonged run-
ning, training, and testing times. On the other hand, transfer 
learning models have raised concerns regarding negative 
transfer and overfitting. Therefore, in this work, to over-
come the challenge of a large dataset, a hybrid technique 
is presented for the detection of COVID-19 that can notice 
a minor infection in chest images with maximum precision 
and accuracy using images and audio as well. Main features 
of this study are below:

•	 To introduce an efficient framework for early detection 
of COVID-19 based on the models of DL.

•	 Two models are proposed i.e., speech-based and image-
based. Speech-based model is using VGGish that con-
verts audios into mel-spectrograms. Whereas, image-
based model that is ResNet50, is selected after analyzing 
several DL techniques.

•	 The audio-based model proposed in this study demon-
strates remarkable robustness, achieving 98.9% testing 
accuracy, while ResNet50 provides 94% accuracy.

•	 For effective detection, the powers of audio and image-
based models are combined to form a hybrid approach 
that takes the input from audio and X-rays simultane-
ously, making a detector more robust.

•	 The hybrid system, comprising image and audio-based, 
performs significantly for COVID-19 detection, achiev-
ing 99.7% accuracy and outperforming the existing mod-
els.

•	 Several experiments have been performed to ensure the 
outperformance of the proposed hybrid framework for 
COVID-19 detection.

Section 2 explains related work, Sect. 3 displays two pro-
posed techniques, audio-based and picture-based, Sect. 4 
describes the experimental section, and the last section 
describes the conclusion.

2 � Related Work

Alsabek et al. suggested a model for extracting Mel-fre-
quency cepstral coefficients (MFCCs) and audio digital 
information from negative and positive COVID-19 patients 
and generating coefficients [2]. They suggested a cost-
effective approach for extracting data from non-COVID 
and COVID patients that incorporates MFCCs and speech 
signal processing, and generated personal correlations 
from their relationship coefficients. Hassan et al. [8] built a 
COVID-19 classification model employing long short-term 
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memory (LSTM) to assess the acoustic characteristics of the 
patients’ cough, speech, and breathing. They used audio data 
that involved together COVID-19 and non-COVID-19 voice 
examples. When compared to coughs and breath sounds, 
with 98.20% and 97.0% accuracy, respectively, the voice test 
had a low accuracy of 88.20%.

Researchers, physicians, and scientists from all across the 
world have been paying close attention to the COVID-19 
pandemic forecasts. The authors in [12] proposed a COVID-
19 detector that was simple to use. To distinguish between 
positive and negative coughs, their screening system captured 
coughs using a cell phone and applied numerous DL algo-
rithms. They used two datasets that included both natural and 
induced coughs collected from six continents. The Coswara 
dataset comprises 1080 healthy samples and 92 samples of 
COVID-19-positive patients. The other dataset was obtained 
in South Africa and included 21 audio from 8 positive 
COVID-19 and 13 COVID-19-negative people. MLP, logis-
tic regression, LSTM, SVM, CNN, and RNN were employed 
in the study. Among the classifiers, the Resnet-50 produced 
good results, attaining an accuracy of 94.5%.

In the study [13], an automated COVID-19 identifica-
tion system showed how acoustic patterns of coughs may 
be used to detect the diagnosis. The researchers used an 
encoder–decoder mechanism in which the encoder encrypted 
the breathing patterns from audio signals, and the decoder 
used an attention mechanism to decode the state of COVID-
19 for the correct detection. To attain a 64.42% area under 
the curve, the encoder employed a layered BI-LSTM net-
work. Muhammad Haris Munir et al. [14] recommended a 
model for the identification of COVID-19 built on CT scans 
and chest X-rays. The researchers utilized a DL model by 
combining Alex-Net and Faster RCNN to identify corona 
virus. The model’s average accuracy was 98.3%, which indi-
cated the model’s efficiency.

The authors in [15] suggested a method for detect-
ing patients with COVID-19 based on cough noises. The 
researchers used a long standing transformation, an equal 
rectangular bandwidth (ERB) distribution, and a gamma-
tone filter bank to create a unique audio signal. The CQT 
spectrum, the GTCC, and the ERB were used. Addition-
ally, the MFCCs were assessed using the LR, RF, and MLP 
techniques. The combined form of ERB spec-RF attained 
the peak of 81.89% AUC term.

To detect COVID-19 symptoms, Jord et al. [16] projected 
a model of DL based on cough gathered by mobile phones. 
This approach allowed a low-cost option for pre-screening of 
COVID-19 all over the world. Cough recordings were pro-
cessed using MFCCs and fed into a CNN-based architecture 
with one network layer and 3 ResNet50s running in parallel, 
yielding a binary pre-screening diagnosis. For the random 
5320 samples, the model predicted COVID-19-positive 
symptoms with 97.1% accuracy and detected asymptomatic 

COVID-19 with 100% accuracy. Table 1 lists the state-of-
the-art work along with their results.

3 � Methodology

In this study, we are proposing two separate models for 
COVID-19 detection: a speech-based classifier and an image-
based classifier. In the first model, we utilized the speech 
signals (coughing and breathing) of various COVID-19-in-
fected and healthy people. Furthermore, we transformed these 
audio signals into mel-spectrograms and trained an improved 
VGGish network for binary classification into COVID-19 and 
non-COVID patients. In the second model, which is based on 
images, we employed various networks; however, ResNet50 
found to be better than others in terms of accuracy. The details 
of both models are presented below.

3.1 � Speech‑Based Model

3.1.1 � Data Acquisition

The training step of deep neural networks necessitates an ade-
quate amount of data. Therefore, the first step of this method 
was data gathering. We collected the speech data consisting 
of 1200 sound samples from 600 people, including patients 
and healthy persons. The samples in the speech corpus were 
collected from a hospital in Pakistan. The samples exhibited 
breathing, coughing, and speaking sounds. Among 600 partici-
pants, 350 persons were healthy, whereas 250 were COVID-19 
patients. The data were gathered using Android mobile. All the 
participants were guided to take a deep breath while counting 
from 1 to 10 and coughing four times. Furthermore, all the 
patients were asked to sit in a relaxed position during the speech 
recording. Each speech was recorded thrice to overcome the 
quality challenge of the mobile microphone. Additionally, data 
were obtained from the open-source Coswara database.

3.1.2 � Our Customized Network

In this section, our proposed network, i.e., an improved 
VGGish [22] based on the VGG for audio classification, is 
explained. The building block of the suggested approach 
is shown in Fig. 1. VGG is a convolutional neural network 
having 3 × 3 filters. Other than its simplicity, the network 
is distinguished by its inclusion of pooling layers and fully 
connected layers.

Consider a basic fully connected layer, where the output 
column vector is computed by:

(1)yt =
[
y1, y2,… , yn

]
,
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(2)y = f (Wx + b)(1),

(3)xt =
[
x1, x2,…… ., xm

]
,

(4)bt =
[
b1, b2,… .., bn

]
,

where f is the active function, matrix W presents weights, b is 
biased, and x is the input unit vector. The input vector x and 
trainable parameters (matrix W) are multiplied to form a linear 
mapping in the first layer. This matrix is added by the bias 
vector b and the activation function f. The second component 
performs a non-linear mapping to produce the output vector y.

Table 1   Existing techniques and results from previous work

Works Techniques Description Performance measures

Alsabek et al. [2] MFCC features COVID-19 identification is 
performed by analyzing MFCC 
acoustic features and providing 
correlation coefficient evaluation

The average linear relationship 
is 0.42

Hassan Abdelfatah et al. [9] LSTM COVID-19 is diagnosed early, 
and many acoustic aspects are 
evaluated

Accuracy: 98.2% AUC: 98.8%

Pahar Madhurananda et al. [12] RSNET, MLP, LR, LSTM, SVM, 
CNN, and residual-based neural 
network

Identifying positive and negative 
coughing results

Accuracy: 95.34% AUC: 97.5%

Deshpande et al. [13] BI-LSTM Cough analysis allows for early 
identification of COVID-19

AUC: 64.43%

Kumar et al. [15] LR, FR, MLP Cough analysis is being used to 
provide an early screening for 
COVID-19

AUC: 81.89%

Laguarta Jord et al. [16] CNN, MFCC, Resnet-50 Cough analysis is used to pro-
vide an advanced screening for 
COVID-19

AUC: 97.3%

Gunavant et al. [17] MFCC Cough analysis will be used to 
provide an early preview for 
COVID-19

AUC: 77.1%
ROC: 77.1% Accuracy: 78.3%

Maghdid et al.[18] Alex-Net and CNN Identification of COVID-19 using 
patient X-rays and CT pictures

AUC: 98%

Wang et al. [19] DensNet, Nasnet-Amobile, 
Resnet-50

Sensing the existence of COVID-19 
using chest CT imaging

AUC: 99.1%

Jaiswal et al. [20] CNN: Densenet-201 CT imaging is being used to iden-
tify the presence of COVID-19

Accuracy: 97%

Weng et al. [19] Inception pre-trained CNN Identification of corona virus using 
CT scan images

Accuracy: 89.5% Specificity: 88% 
Sensitivity: 87%

Narin, Ali et al. [21] ResNet152, InceptionV3, ResNet50, 
and Inception-ResNetV2

Chest X-ray radiography can iden-
tify coronavirus individuals

AUC: 99.7%

Fig. 1   Architecture of the VGGish model
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The existing VGGish model consists of 26 layers for audio 
classification [23], which have convolutional, max-pooling, and 
ReLU layers. However, for the COVID-19 detection, we have 
improved the original architecture, as shown in Fig. 4. Leaky 
ReLU [24] was introduced by “giving a modest negative gra-
dient for negative inputs” instead of the ReLU function rather 
than being 0. When compared to the ReLU activation function, 
this modification of Leaky ReLU can result in minor gains in 
classification performance. Moreover, Leaky ReLU overcomes 
the issue of vanishing gradient better than the ReLU, therefore 
helps in effective training. Traditional convolution layers utilize 
two phases. The input feature maps are convolved first. Then, 
activation functions are used to build output feature maps in 
the second stage. The architecture of the suggested model is 
revealed in Table 2.

At first, all the input audio files were converted into mel-
spectrograms, which present the frequencies in the form of 
mel-scale. The reason behind this conversion was the greater 
effectiveness of the proposed network in extracting visual 
patterns. It can be seen from Table 2 that an input image 
with dimensions of 96 × 64 is fed to an input layer with one 
channel of information. Then, 3 × 3 convolution is used on 
the input. After the convolutional operation, Leaky ReLU 
is used for the initiation of the features coming from the 
convolutional layer. Moreover, the max-pooling layer has 
been employed with stride 2 to reduce the dimensions of the 
input coming from an activation layer.

Then, the convolutional layer uses the filter size of 128, hav-
ing stride 1 and the same padding. We used the Leaky ReLU 

layer with a scale of 0.1 to utilize the features coming from the 
convolutional layer. In the next step, the max-pooling layer 
reduces the dimensions with stride 2. Furthermore, there is a 
convolutional layer with 3 × 3 filter using stride 1. After the con-
volutional procedure, the features from the convolutional layer 
are activated using the Leaky ReLU activation function. In the 
next step, we used two convolutional layers using 256 filters with 
3 × 3 convolutions and a stride of 1 with the same padding. Then, 
we employed leaky ReLU with a 0.1 scale. A max-pooling layer 
with size of 2 × 2 and a stride of 2 is used. Further, there is a 
convolutional layer with 3 × 3 filter with stride 1. After the con-
volutional procedure, the features from the convolutional layer 
are activated using the Leaky ReLU activation function. In the 
next step, we utilized a convolutional layer with 512 filters, 3 × 3 
convolutions, and a stride of 1 with the same padding. Then, we 
utilized Leaky ReLU with a 0.1 scale along with Max-pooling 
with a pool size of 2 × 2 and a stride of 2 is used. Moreover, a 
fully connected layer with neurons of 4096 has been employed. 
Then, we employ a leaky ReLU as an activation function, and 
further, these two layers are repeated twice. Thus, a layer of 
convolution with a 1 × 1 filter that is 1000 in size using stride 1 
is utilized. After that, another additional layer of average global 
pooling is utilized in our proposed model for down sampling by 
computing the mean of the height and width of the input. Then, 
a fully connected layer with an output size of 2 is utilized. In the 
end, for the classification, the softmax layer for normalizing the 
input data has been employed along with the classification layer.

Algorithm for the speech-based model
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Table 2   Architecture details of the proposed network

Layer Type Activations Learnable

1 Image input
96 × 64 × 1 images

Image input 96 × 64 × 1 –

2 Conv1
64 3 × 3 convolutions with stride [1]  and padding ‘same’

Convolution 96 × 64 × 64 Weight 3 × 3 × 1 × 64
Bias 1 × 1 × 64

3 Leaky
Leaky ReLU with a scale of 0.1

Leaky ReLU 96 × 64 × 64 –

4 Pool 1
2 × 2 max-pooling with stride [2 × 2] and padding ‘same’

Max-pooling 48 × 32 × 64 –

5 Conv 2
128 3 × 3convolutions with stride [1] and padding ‘same’

Convolution 48 × 32 × 128 Weight 3 × 3 × 64 × 128
Bias 1 × 1 × 128

6 Leaky1
Leaky ReLU with a scale of 0.1

Leaky ReLU 48 × 32 × 128 –

7 Pool 2
2 × 2 max-pooling with stride [2 × 2] and padding ‘same’

max-pooling 24 × 16 × 128 –

8 Conv 3_1
256 3 × 3 convolutions with stride [1] and padding ‘same’

Convolution 24 × 16 × 128 Weight 3 × 3 × 128 × 256
Bias 1 × 1 × 256

9 Leaky2
Leaky ReLU with a scale of 0.1

Leaky ReLU 24 × 16 × 128 –

10 Conv 3_2
256 3 × 3 convolutions with stride [1] and padding ‘same’

Convolution 24 × 16 × 256 Weight 3 × 3 × 256 × 256
Bias 1 × 1 × 256

11 Leaky3
Leaky ReLU with a scale of 0.1

Leaky ReLU 24 × 16 × 256 –

12 Pool 3
2 × 2 max-pooling with stride [2 × 2] and padding ‘same’

max-pooling 12 × 8 × 256 –

13 Conv 4_1
512 3 × 3 convolutions with stride [1] and padding ‘same’

Convolution 12 × 8 × 512 Weight 3 × 3 × 256 × 512
Bias 1 × 1 × 512

14 Leaky4
Leaky ReLU with a scale of 0.1

Leaky ReLU 12 × 8 × 512 –

15 Conv 4_2
512 3 × 3 convolutions with stride [1] and padding ‘same’

Convolution 12 × 8 × 512 Weight 3 × 3 × 512 × 512
Bias 1 × 1 × 512

16 Leaky5
Leaky ReLU with a scale of 0.1

Leaky ReLU 12 × 8 × 512 –

17 Pool 4
2 × 2 max-pooling with stride [2 × 2] and padding ‘same’

Max-pooling 6 × 4 × 512 –

18 Fc1_1
4096 fully connected layer

Fully connected 1 × 1 × 4096 Weight 4096 × 12,288
Bias 4096 × 1

19 Leaky6
Leaky ReLU with a scale of 0.1

Leaky ReLU 1 × 1 × 4096 –

20 Fc1_2
4096 fully connected layer

fully connected 1 × 1 × 4096 Weight 3 × 3 × 1
Bias 1 × 1 × 64

21 Leak7
Leaky ReLU with a scale of 0.1

Leaky ReLU 1 × 1 × 4096 –

22 Fc1_3
4096 fully connected layer

fully connected 1 × 1 × 4096 Weight 4096 × 4096
Bias 4096 × 1

23 Leaky8
Leaky ReLU with a scale of 0.1

Leaky ReLU 1 × 1 × 4096 –

24 Conv
1000 1 × 1 convolutions with stride [1] and padding ‘same’

Convolution 1 × 1 × 1000 Weight 1 × 1 × 4096 × 1000
Bias 1 × 1 × 1000

25 Avg1
Global average pooling

Global avg. pool 1 × 1 × 1000 –

26 Fully connected layer FC 1 × 1 × 2 Weight 2 × 1000
Bias 2 × 1

27 SoftMax SoftMax 1 × 1 × 2 –
28 Classification Classification output 1 × 1 × 2 –
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3.2 � Images‑Based Model

In this section, we describe the details of image-based tech-
niques for COVID-19 detection.

3.2.1 � Data Collection

The dataset contains 6557 images gathered from Kaggle 
[25]. The various images of infected and uninfected cells 
from the dataset have been selected arbitrarily. The X-ray 
images of the chest (anterior–posterior) were selected from 
historical datasets containing pediatric (1–5 years), and 
matured patients obtained from the Guangzhou Ladies and 
Kids’ Clinical Center in Guangzhou. These chest X-beam 
images were a normal part of the patients’ clinical consid-
eration. To ensure the reliability of the chest X-ray analysis, 
an initial screening process was employed to eliminate all 
scans that exhibited low quality or were unreadable. Sub-
sequently, two expert physicians assessed and graded the 
diagnoses associated with these images before they were 
considered suitable for the model’s training. To mitigate the 
potential for grading inaccuracies, a third expert indepen-
dently reviewed the evaluation set as well.

3.2.2 � Preprocessing

Image preprocessing was used to eliminate abnormalities 
and improve image properties. Image preparation included 
scaling and resizing to provide images of the same size as 
the model takes. The images originally had varying dimen-
sions; therefore, they were resized to 227 × 227 for the 
experimental setting. Furthermore, data augmentation was 
utilized to address the issue of limited training samples. 
The major objective was to enlarge the training dataset. The 

data augmentation method included brightening tweaking, 
expanding and resizing, twisting, and vertical or horizontal 
flipping. During the training phase, numerous types of trans-
formations and distortions are often used, none of which 
affects the semantics of the images [26, 27].

3.2.3 � CNNs

Eight distinct CNN models were used in this study, includ-
ing VGG16, DenseNet201, ResNet50, InceptionV3, 
squeezeNet, DarkNet, GoogleNet, and Alex-Net. VGG-
Net is regarded as the most noteworthy and widely used 
architecture [28, 29]. The VGGNet architecture has 16 to 
19 convolution layers, three filters, five max-pooling, three 
fully linked layers, and a classification layer. ResNet, like 
other feed-forward networks, has residual connections. 
The residual unit’s ultimate output is × 1 and can be cal-
culated using the subsequent equation [30]:

The Xception structure consists of convolutional opera-
tions that are stacked and divided depth-wise. It contains 
36 layers that serve as the network’s feature extraction 
foundation [31]. The DenseNet is composed of densely 
connected layers with outputs interconnected to all of their 
successors in a dense block [32]. Densnet201 contains 
201 layers loaded with images’ weights. Furthermore, 
InceptionV3 is used to improve processing resources by 
increasing the internal layers of the network [33]. The 
architecture is made up of 48 network layers. To mini-
mize dimensionality, the suggested architecture employs 
max-pooling [34].

(5)xl = F(xl−1) + xl−1,

Fig. 2   ResNet50’s architecture with internal layer-wise detail
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3.2.4 � Our Proposed Model

We chose a Residual Network (ResNet50) for the reliable 
performance of the model. The acronym ResNet50 stands 
for Residual Network with 50 layers. The residual network 
is made up of numerous types of residual blocks. The pro-
cesses inside the residual block, on the other hand, vary 
depending on the design of the residual networks. Figure 2 
depicts the ResNet50 architecture’s core block design.

The assumption is that the more deeply the network 
gets in, the improved classification results are [35]. 
When the neural network is excessively deep, the gradi-
ent value decreases to 0, causing the weights to stop get-
ting updated, and no learning occurs. The phenomenon 
of vanishing gradients is seen in Fig. 3. Deep networks 
encountered several challenges, including network opti-
mization, deterioration, and, most crucially, disappearing 
gradients. According to the research, fine-tuning a pre-
trained CNN network can enhance the accuracy in the 
corresponding domain [36, 37].

Transfer learning is an approach that allows one to 
get training in one domain and re-purpose it in another 
area [38]. Two important philosophies of transfer learn-
ing exist, task and domain, and they are mathematically 
explained in [39]. A domain D is made up of two com-
ponents: a feature space � and a marginal distribution 
function P (F).

(6)D = {�,P(F)},

In this instance, F stands for an instance defined as 
F =

{
x|xi ∈= �, i = 1,… ., }. A task T depends on a label 

space L, and a judgment function t as below:

“Network surgery” was utilized for fine-tuning the 
deep neural network (DNN), i.e., ResNet50. The “fc1000 
softmax” and “Classification Layer fc1000” layers have 
been eliminated from the network. The new layers were 
added to replace these. A network head was created using 
the additional architectural layers. Three layers made up 
the network’s head, including a fully connected layer with 
a value of 20 for both the WeightLearnRateFactor and 
the BiasLearnRateFactor. A new softmax layer was the 
second layer, and the last layer added to the network head 
was a new classification layer.

4 � Experiments and Results

4.1 � Grid Search

Before training, hyper-parameters are initiated in a machine-
learning model. These hyper-parameters need to be tuned for 
a model to be applicable to a dataset. Nonetheless, the opti-
mal variable settings on a specific dataset are unlikely to be 
excellent on another, making feature optimization unachiev-
able. Grid search is a traditional hyper-parameter optimiza-
tion technique that guarantees that the search is limited to a 

(7)T = {L, t},

Fig. 3   Vanishing gradients in 
CNN
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specified subsection of the training method’s hyper-param-
eter space. The algorithm then starts a full search over these 
parameters. The following steps were carried out:

•	 Selection of hyper-parameters to be tuned.
•	 Setting the range for each hyper-parameter.
•	 Obtaining all combinations systematically.
•	 During model training, each combination of hyper-

parameters is evaluated based on root mean square error 
on root values and computational time, with the stopping 
condition being the number of epochs.

•	 Ranked the hyper-parameters combinations first by the 
least root mean squared values, then by computational 
time, breaking ties arbitrarily.

The following ranges were selected for both proposed 
models.

Learning rate: [0.01, 0.001, 0.001].
Epochs: [50, 100].
Dropout: [0.1, 0.3, 0.5].

4.2 � K‑Fold Cross‑Validation

The cross-validation approach was used to test the perfor-
mance after the models had been brute-forced [40]. Cross-
validation is a widespread method for assessing models’ 
actual estimation errors and modifying the parameters of the 
models to avoid false predictions [41]. This elegant strategy 
is extensively utilized to address the overfitting problem that 
several methods have as a result of dataset irregularity (small 
size) [42, 43]. Before using the K-fold cross-validation, the 
data training was separated into K pieces, each of which 
comprised an n/k sample, where n presents the total number 
of training occurrences. Hence, only the first k-1 sections 
were utilized in learning, while the remaining portions were 
used in validation. Additionally, generalization problems 
were addressed using the K-fold cross-validation method. 
The parameters utilized during the k-fold cross-validation 
are given in Table 3.

4.3 � Metrics

Accuracy, F1 score, recall, and precision are metrics that 
have been used to assess the performance. The four compo-
nents of the metrics are provided below:

•	 True positive (TP)
•	 False positive (FP)
•	 False negative (FN)
•	 True negative (TN)

The following equation can be utilized to compute 
Accuracy:

In terms of all (positive) predictions, Precision is the per-
centage of accurately predicted (positive) class samples. The 
Precision is determined using the formula shown below:

The proportion of accurately estimated (positive) predic-
tions that the model recognizes is known as recall. The fol-
lowing equation is applied to compute the Recall:

The F1 score denotes the balance between Accuracy and 
Recall. The F1 score equation is given below:

4.4 � Speech‑based Model’s Results

The proposed speech-based network makes use of the 
VGGish model. The three components of the speech data-
set are training, testing, and validation. 30% of the speech 
dataset was utilized for testing, 10% for validation, and 70% 
for training. TensorFlow served as the deep learning frame-
work. To boost the data and improve the system’s accuracy, 
data augmentation was employed.

The achieved outcomes over the audio dataset for diag-
nosing COVID-19 are given in Table 4. We performed 
several experiments by selecting varying learning rates 
for 50 and 100 epochs. Further, we selected 3 Batch sizes: 
16, 32, and 64 for both scenarios. Similarly, the dropout 
factor was varying as 0.1, 0.3, and 0.5 for each batch size. 
Among these different hyper-parameters, the best results 
were attained on 100 epochs, batch size of 32, demit rate 
of 0.1, and rate of learning as 0.001. On the other side, 
for 50 epochs, we attained second highest accuracy for 
batch size 32, dropout rate of 0.1, and learning rate of 

(8)Accuracy = (TP + TN)∕(TP + FP + TN + FN),

(9)Precision =
TP

TP + FP
,

(10)Recall = TP∕(TP + FN),

(11)
F1 − score = 2 × ((Recall × precision)∕(Recall + precision)),

Table 3   The statistics for K-fold cross-validation

Parameter Description

Number of folds 10
Stratification Enabled: (due to imbalanced training data)
Shuffle Enabled
Random seed 42
Hyperparameter tuning Independent to avoid overfitting
Data leakage Precautions are taken to avoid data leakage
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Table 4   Performance of a 
speech-based model for various 
hyper-parameter values

Epochs Learning rate Batch size Dropout Accuracy (%) F1 score (%) Precision (%) Recall (%)

50 0.01 16 0.1 74.80 77.40 78.20 74.80
0.001 93.30 93.40 95.60 93.30
0.0001 87.60 88.50 89.40 87.60

0.01 0.3 71.10 74.20 77.60 71.10

0.001 94.20 94.60 95.00 94.20

0.0001 82.20 83.10 84.10 82.20

0.01 0.5 61.10 66.30 72.50 61.10

0.001 91.60 91.60 91.60 91.60

0.0001 76.20 78.00 79.80 76.20

0.01 32 0.1 85.90 86.40 86.90 85.90

0.001 98.40 98.40 98.40 96.40

0.0001 83.30 84.40 85.50 83.30

0.01 0.3 72.50 75.20 78.00 72.50

0.001 96.20 96.20 96.20 96.20

0.0001 79.60 81.70 83.90 79.60

0.01 0.5 68.50 71.90 75.70 68.50

0.001 93.90 94.40 94.90 93.90

0.0001 66.00 68.40 71.10 66.00

0.01 64 0.1 92.70 93.40 94.10 92.70

0.001 92.40 92.70 93.00 92.40

0.0001 74.20 76.80 79.60 74.20

0.01 0.3 78.20 79.60 81.00 78.20

0.001 97.30 97.60 95.80 97.30

0.0001 65.40 70.90 74.70 65.40

0.01 0.5 69.70 72.90 76.50 69.70

0.001 93.00 93.20 93.30 93.00

0.0001 62.80 67.60 73.10 62.80

0.01 16 0.1 83.30 85.40 87.60 83.30

0.001 98.60 99.60 99.60 99.60

0.0001 92.60 91.70 91.90 91.60

0.01 0.3 76.90 80.50 83.30 77.90

100 0.001 95.40 94.70 95.00 94.40

0.0001 93.20 93.30 94.40 94.20

0.01 0.5 77.20 80.10 82.10 76.20

0.001 94.30 94.30 95.30 95.30

0.0001 88.30 88.60 87.30 87.30
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0.001. More specifically, the ideal parameters in both sce-
narios are same. Therefore, the results ensured that these 
hyper-parameters must be selected with 100 epochs for 
final classification.

4.5 � Results of Image‑based Classifier

The suggested CNN model utilized batch size: 32, dropout: 
0.1, epochs: 50, and the rate of learning: 0.001, employ-
ing the grid search optimization approach. Additionally, 
using the augmentation technique, the performance of the 

proposed model was enhanced. In addition, generalization 
problems were addressed using the K-fold cross-validation. 
Figure 4 shows the steps utilized to develop the COVID-19 
approach that relies on the X-rays. To identify the existence 
of COVID-19 in this framework, binary classification was 
performed. Further, eight different CNN models, including 
VGG16, Alex-Net, ResNet50, DenseNet201, InceptionV3, 
DarkNet, SqueezeNet, and GoogleNet, were used in the 
experiment. Figure 5 illustrates how the Resnet-50 model 
performs better than all others, with a maximum accuracy 
of 94.5%.

Table 4   (continued) Epochs Learning rate Batch size Dropout Accuracy (%) F1 score (%) Precision (%) Recall (%)

0.01 32 0.1 91.50 92.40 94.30 91.50
0.001 98.90 98.90 97.90 98.90
0.0001 84.90 85.40 86.90 84.90

0.01 0.3 76.10 78.00 78.90 76.10

0.001 98.00 98.00 97.00 98.00

0.0001 94.30 94.40 93.60 94.30

0.01 0.5 87.50 88.20 89.00 87.50

0.001 93.40 93.70 94.00 93.40

0.0001 89.20 89.60 89.90 89.20

0.01 64 0.1 90.30 90.70 91.10 90.30

0.001 96.00 96.00 96.00 96.00

0.0001 90.90 91.30 91.70 90.90

0.01 0.3 87.50 88.30 89.20 87.50

0.001 97.40 97.40 97.40 97.40

0.0001 90.30 90.70 91.10 90.30

0.01 0.5 59.80 65.10 71.40 59.80

0.001 96.90 97.10 97.10 96.90

0.0001 86.90 87.60 88.40 86.90

Bold values are selected for training the model

Fig. 4   Image-based COVID-19 
detector’s architecture
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The performance measures of the proposed image-
based model are reported in Table 5. It is clearly visible 
that the results are in decreasing order from top to bottom. 
The SqueezeNet and Alex-Net attained the worst perfor-
mance. The reason could be the limited capacity of feature 
extraction by SqueezeNet, and the simple fixed architecture 
of Alex-Net. Moreover, GoogleNet attained 78.6% that is 
not much considerable. After that DenseNet201, DarkNet, 
InceptionNetV3, and VGG16 provided almost similar out-
comes; however, we could not compromise for the detec-
tion accuracy of COVID-19 due to its life threating effects. 
Therefore, we chose ResNet50 for the image-based classifi-
cation due to its better performance for image classification 
tasks. It is notable that we attained maximum accuracy by 
ResNet50.

The performance for several hyper-parameters by image-
based classifier can be seen in Table 6 below.

4.6 � Hybrid Model’s Performance

In this experiment, we combined the performance of two 
proposed models: image-based and audio-based that accept 
both inputs i.e., audio in the form of mel-spectrograms 
and X-rays. The steps followed in the COVID-19 recog-
nition system are shown in Fig. 6. To indicate the exist-
ence of COVID-19 infection, the system was trained over 
binary  classes. When compared to the effectiveness of 
the only image and speech-based systems with the hybrid 
model, the efficiency of both solo systems was significantly 

inferior. The image-based system achieved 94%, the speech-
based system attained 98.90%, whereas the hybrid model 
attained 99.7% accuracy. The results are attained following 
the strategy as shown in Table 7. Both pre-trained networks 
are assisting in the detection of COVID-19 due to the com-
bined powers of VGGish and ResNet50. The difference of 
0.8% is due to the inclusion of a speech-based model. As a 
result, we can infer that our suggested hybrid model is suf-
ficiently robust to identify COVID-19 effectively for both 
types, such as speech and X-rays. The reason could be the 
pre-trained VGGish network that has the properties of an 
image classification algorithm, i.e., VGG and audio classi-
fication task. Further, ResNet50 is already known for better 
image classification tasks.

Fig. 5   The accuracy and loss comparison for different CNN models

Table 5   The performance of the proposed image-based classifier

Bold values are selected for training the model

Classifier Accuracy (%) Precision (%) Recall (%)

ResNet50 94 93.4 94.7
VGG16 85.6 83.3 82.4
InceptionV3 84.4 83.2 84.5
DarkNet 81.6 79.2 80.7
DenseNet201 81.3 80.3 78.2
GoogleNet 78.6 80.2 81.3
Alex-Net 58.5 59.2 62.3
SqueezeNet 56.4 58.3 59.2
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4.7 � Comparison with Existing Techniques

We compare the outcomes of our proposed model with the exist-
ing approaches to assess the efficacy, as shown in Table 8. Our 
hybrid system outperformed the comparable speech COVID-19 
identification models, which attained an accuracy of 98.2% [9]. 
Moreover, Ayalew et al. [44], Ali et al. [45], and Salama et al. 
[46] utilized X-rays-based approaches. However, while compar-
ing our model with these approaches, the most effective results 
are attained by our hybrid technique. Furthermore, the proposed 
model taking both types of inputs i.e., X-rays and audios, and 
this property makes our model more robust. Gunavant et al. [17] 
also utilized audio data and extracted MFCC features, however, 
achieved 78.3%. On the other side, Laguarta Jord et al. [16] also 
performed cough analysis achieving 97.3% accuracy. Whereas, 
the proposed model extracts the most important features from 
the chest images and audio mel-spectrograms due to its unique 
layered architecture providing maximum performance. The 
reason behind the better performance is the well-known archi-
tecture of ResNet50, and the unique model i.e., VGGish for the 
audio classification tasks. Both proposed networks effectively 

learn the hidden patterns and also overcome the issue of overfit-
ting. On the other side, the performance of the proposed model 
depends upon the quality of scans and audios.

5 � Discussion

In this study, we have proposed two models for the detection 
of COVID-19 virus. The first model is based on the speech 
data of patients. The speech data comprised audio of breath-
ing and coughing. Second, the model is based on ResNet50 
using chest X-rays. To choose an image-based classifier, we 
employed several DL methods, such as Alex-Net, Inception-
NetV3, SqueezeNet, DenseNet, DarkNet, VGG16, ResNet50, 
and GoogleNet. The maximum accuracy was attained by the 
ResNet50-based technique. The proposed model performed 
exceptionally on chest X-rays due to its architecture. Then sec-
ond, the speech-based model, was based on VGGish, which 
takes input in the form of audio mel-spectrograms. Moreover, 
we combined the detection powers of both proposed models 
as described in Table 7, attaining 99.7% accuracy.

Table 6   The performance of the 
proposed image-based classifier 
on varying hyper-parameters

Bold values are selected for training the model

Epochs Batch size Learning rate Dropout Accuracy (%) Precision (%) Recall (%)

50 16 0.01 0.1 85.80 88.8 89.3
0.001 53.30 56.3 56.8
0.0001 77.60 80.6 81.1
0.01 0.3 81.10 84.1 84.6
0.001 84.20 87.2 87.7
0.0001 82.20 85.2 85.7
0.01 0.5 71.10 74.1 74.6
0.001 69.60 72.6 73.1
0.0001 76.20 79.2 79.7

32 0.01 0.1 88.30 91.3 91.8
0.001 94 93.4 94.7
0.0001 73.20 76.2 76.7
0.01 0.3 72.50 75.5 76
0.001 91.20 90.2 90.7
0.0001 79.99 82.99 83.49
0.01 0.5 78.50 81.5 82
0.001 83.90 86.9 87.4
0.0001 76.00 79 79.5

64 0.01 0.1 92.70 91.7 90.2
0.001 90.40 89.1 97.9
0.0001 78.20 81.2 81.7
0.01 0.3 79.20 82.2 82.7
0.001 77.30 80.3 80.8
0.0001 75.40 78.4 78.9
0.01 0.5 79.70 82.7 83.2
0.001 92.01 91.01 95.51
0.0001 72.80 75.8 76.3
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Although the proposed model outperformed the existing 
models, some limitations and challenges exist that should be 
considered in future work. The dataset is sourced from a single 
medical center, which might not fully represent the diversity of 
cases seen in different regions or healthcare settings. This could 
limit the external validity of the study. Moreover, we also ana-
lyzed that the quality of scans greatly affected the performance 
of the proposed model when we used some blurry samples. 
On the other hand, the unavailability of the speech dataset of 
COVID-19 patients is also a great concern, as it is necessary to 
cross-validate the performance of the VGGish over real-world 
data.

6 � Conclusion

Our research introduced two distinctive approaches for 
COVID-19 detection. First, we proposed an innovative 
audio-based method leveraging the VGGish network, which 

utilizes the features of coughing, breathing, and vocal pat-
terns to identify COVID-19 infection. In parallel, we devel-
oped an image-based approach, utilizing chest X-rays for 
identification based on ResNet50. Both methodologies aim 
to detect COVID-19 in its early stages, thereby enhancing 
the chances of timely intervention and treatment. To opti-
mize our models, we conducted grid search to fine-tune the 
hyper-parameters of both the speech-based and image-based 
architectures. The results demonstrated the impressive effi-
ciency of the VGGish model in identifying COVID-19. Our 
audio-based model exhibited remarkable robustness, achiev-
ing a remarkable 98.9% accuracy across audio spectrograms. 
To further enhance our system’s accuracy, we employed data 
augmentation techniques. Moreover, when we combined 
both approaches to propose a hybrid system, an accuracy of 
99.7% was attained.

However, a notable challenge we encountered was the 
inherent data imbalance between speech and image data-
sets. In our future endeavors, we aspire to gather real-world 
datasets and train our model without augmentation, further 
elevating the performance of our proposed system. We 
anticipate that continued efforts, including the acquisition of 
more diverse datasets and refined model training, will lead 
to even more robust and effective tools for early COVID-19 
detection.

Fig. 6   The hybrid model’s architecture

Table 7   The decision-making strategy for a hybrid model

Image-based system Speech-based system Hybrid system

COVID-19-positive COVID-19-positive COVID-19-positive
COVID-19-positive COVID-19-negative COVID-19-positive
COVID-19-negative COVID-19-positive COVID-19-positive
COVID-19-negative COVID-19-negative COVID-19-negative
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