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A B S T R A C T

This paper develops an innovative Objective-based Survival Individual Enhancement approach for the Chimp 
Optimization Algorithm (OSIE-CHOA) designed to enhance financial accounting profit prediction using infor
mation systems. The OSIE-CHOA focuses on improving the search process by simultaneously elevating the fitness 
of under-performing individuals within a population and strengthening the diversity among the top-performing 
ones. Within the OSIE-CHOA, we identify the four most promising chimps during each iteration. Subsequently, 
half of the highest-performing chimps are selected for elimination and repositioning around these fortunate 
individuals, with an equal probability assigned to each chimp. According to the experimental findings, it is 
clearly seen that OSIE-CHOA considerably enhances prediction accuracy, allowing a decrease in the root mean 
square error (RMSE) by 15% and the mean absolute error (MAE) by 18% compared to the traditional CHOA. 
Moreover, OSIE-CHOA shows a convergence rate that is 20% higher, which makes it a good and efficient tool for 
financial analysts who require accurate and reliable profit forecasting. By facilitating the optimization of profit 
prediction models, OSIE-CHOA leads to the improvement of decision-making within the context of financial 
accounting information systems.

1. Introduction

In the past few years, there has been a shift toward technology that 
can forecast profit with high accuracy. Profit forecasts provide firms and 
investors with valuable information [1]. Such information includes 
market conditions, feedback on a company’s performance, and critical 
investment decisions [2]. However, in today’s challenging environment, 
accurately forecasting future profits is a daunting task due to the 
availability of numerous data points, which are often high-dimensional, 
non-linear, and complex. This is a common feature of financial 

accounting systems. Often, dealing with such futuristic data presents a 
challenge for linear statistical forecasts or rules-based systems, as they 
frequently fail to accurately forecast profit [3].

The majority of profit prediction models, such as autoregressive in
tegrated moving averages (ARIMA) and profit prediction models, are 
linear models that frequently rely on historical data and typically 
require linear approximations [4–6]. Unfortunately, these models 
overlook the complexity and the intricate dynamics that come with 
financial datasets [7]. Due to their ability to learn and identify complex 
non-linear relationships without imposing data constraints, machine 
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learning has become increasingly common with techniques such as deep 
learning [8–10]. However, models like DNNs continue to pose chal
lenges due to factors such as resource intensiveness, overfitting, and the 
need for extensive labeled training data, which often renders them un
reliable in profit forecasting scenarios [11].

Recently, finance-specific areas have utilized nature-inspired algo
rithms like the genetic algorithm, particle swarm optimization, and grey 
wolf optimizer. Based on biology, these algorithms efficiently search and 
optimize large, enormous solution sets [12–15]. However, these algo
rithms also exhibit certain limitations, including early convergence and 
a deficiency in diversity maintenance mechanisms, which become 
particularly apparent when dealing with high-dimensional financial 
datasets [16,17]. This early convergence limits the prediction ability of 
the models by preventing most solutions from being an absolute optimal 
solution.

This research aims to address this issue by introducing a new opti
mization strategy known as objective-based survival individual 
enhancement, which enhances algorithms for financial accounting in
formation system-based profit prediction or a combination of both. The 
chimp optimization algorithm [18], one of the novel optimization 
techniques based on chimpanzee social life, serves as the foundation for 
the OSIE-CHOA. This algorithm addresses optimization problems [19]. 
The OSIE enhances CHOA by incorporating an objective-based subor
dinate survival strategy, which helps reduce early convergence and 
enhances underperforming strategies.

The OSIE-CHOA framework has something new to offer in dealing 
with two fundamental issues of optimization: the search for better and 
more fitting solutions and diversity in the solution set. By strategically 
moving and improving at the objective level, OSIE-CHOA reduces the 
likelihood of settling on a local optimal too early, thereby improving 
prediction precision and convergence of time series in profit margin 
forecasting.

1.1. Motivations

Complex Financial Landscape: Due to the ever-changing and 
intricate nature of financial markets, novel approaches like OSIE-CHOA 
are required to deliver trustworthy profit prediction tools and methods.

Data Abundance: Financial accounting systems have a plethora of 
data, which has both advantages and disadvantages. The enormous data 
reservoirs strongly incentivize developing methods that can effectively 
extract insightful information [20].

Decision-Making Impact: Inaccurate profit predictions may signif
icantly impact a company’s or investor’s financial decisions. The 
objective is to provide stakeholders with more dependable forecasting 
resources [21].

Nature-inspired Algorithms: Nature-inspired algorithms, such as 
the CHOA, are being explored in financial accounting for profit pre
diction because of their ability to solve complicated problems in various 
fields [22,23].

Objective-Based Survival Enhancement: OSIE-CHOA was devel
oped and investigated because improving individuals within a popula
tion while diversifying the top-performing entities presents an enticing 
promise for improving predictive models.

2. Primary contributions

OSIE-CHOA Framework: Using financial accounting information 
systems, this article presents the OSIE-CHOA framework, a novel way to 
enhance profit forecast. The CHOA and objective-based survival 
methods are integrated within the framework to improve prediction 
abilities.

Maximizing Efficiency: Showing how OSIE-CHOA significantly 
improved efficiency by optimizing profit prediction models, resulting in 
more trustworthy predictions.

Decision-Making Empowerment: The present study showcases the 

notable enhancements in performance resulting from implementing 
OSIE-CHOA in deep neural networks (DNN) to optimize profit predic
tion models. These improvements have yielded more precise and 
dependable forecasts.

The following is the paper’s structure: Section 2 represent the most 
related works. Concepts like “CHOA” and “DNN” are defined in Section 
3. Dataset preparation, OSIE-CHOA development, and DNN training 
using OSIE-CHOA are all part of the suggested technique, which is 
presented in Section 4. Section 5 details the experiments and Section 6
discusses the findings. The research is concluded, and further research 
directions are proposed in section 7.

3. Related works

The domain of profit prediction in financial markets has experienced 
significant progress due to deep learning and optimization methodolo
gies [24,25].

Each of these approaches has been thoroughly discussed in a number 
of research articles, and each has its own set of advantages and disad
vantages [3]. To select the best approach for a specific financial fore
casting project, it is essential to understand the benefits and drawbacks 
of different approaches [26].

The capacity of deep learning to successfully capture complex re
lationships in financial time series data has garnered much attention 
[27]. The effectiveness of deep neural networks (DNNs) in achieving 
high levels of prediction accuracy in financial time series analysis is 
demonstrated in the studies [28,29]. Even with a small amount of data, 
the overfitting problem remains, and DNN’s processing requirements 
might be substantial.

Additionally, researchers have used recurrent neural networks 
(RNNs) [30] and convolutional neural networks (CNNs) [31] to suc
cessfully capture temporal relationships in financial data and spatial 
relationships in DNNs, respectively. One use of CNNs for pattern 
recognition in space is shown in the publication [32]. However, RNNs 
are primarily highlighted in the research [30] when it comes to 
modeling sequential financial data. However, getting RNNs and other 
deep networks to converge during training could be tricky, and the fine- 
tuning of hyperparameters is needed [33]. To strengthen prediction 
skills, hybrid models combine traditional statistical models with deep 
learning techniques, as discussed in [34]. The numerous features of 
hybrid models make them difficult to apply and interpret despite the fact 
that they show improved performance [35].

Evolutionary techniques, such as genetic algorithms and particle 
swarm optimization [36], have been included in financial prediction 
endeavors. The paper [37] highlights the significance of feature selec
tion in enhancing the interpretability of models and mitigating over
fitting. Nevertheless, it is worth noting that these approaches may not 
possess the same level of efficacy in capturing intricate non-linear in
teractions compared to deep learning methodologies.

A fascinating and potentially fruitful area to explore is the merging of 
deep learning with optimization techniques. The research study [38]
examines the strengths and weaknesses of several evolutionary algo
rithms, with a particular emphasis on deep learning methods. With a 
broad range of applications and an exploration of possible synergistic 
effects, the research article named [39] provides a thorough review of 
the employment of evolutionary algorithms in deep learning.

In conclusion, the existing body of literature presents a diverse range 
of methodologies employed for profit prediction, each with distinct 
advantages and disadvantages. The selection of an appropriate method 
should be influenced by factors such as the accessibility of data, the 
processing capacity at hand, and the particular objectives of the finan
cial forecasting endeavor. Given the dynamic nature of financial fore
casting, a thorough understanding of these approaches is crucial for 
navigating the complex landscape of the field.
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4. Related terminology

This section presents the relevant concepts, including CHOA and 
DNN.

4.1. Chimp optimization algorithm

The CHOA is a nature-inspired optimization algorithm that draws 
inspiration from chimpanzees’ social behavior and problem-solving 
abilities. CHOA is part of the family of population-based optimization 
algorithms and is used to find optimal solutions to various optimization 
problems. The mathematical model for CHOA’s hunting can be repre
sented by Eqs. (1) to (4) [40]: 

qt+1
chimp = qt

prey − κ⋅
⃒
⃒
⃒J⋅qt

prey − ζ⋅qt
chimp

⃒
⃒
⃒ (1) 

J = 2⋅(r2) (2) 

κ = (2⋅r1⋅β) − β (3) 

ζ = chaos value (4) 

In this context, the coefficient denoted as β follows a non-linear drop 
from 2.5 to 0. The variable t represents the iteration numbers, qprey 
represents the current optimal solution, and qchimp represents the posi
tion of the chimp. The variables r1 and r2 are variables whose values can 
take on any value between zero and one. The chaotic map vectors are 
also meant by ζ.

The best chimpanzee is to utilize prey to replicate chimpanzee 
behavior, considering the lack of knowledge regarding the position of 
the first prey. Four of the top chimps thus far will be stored by CHOA, 
after which other individuals will be forced to move concerning the best 
chimps’ location as determined by Eqs. (5) and (6) [40]. 

qt+1 =
1
4
× (q1 + q2 + q3 + q4) (5) 

where 

q1 = qA − a1⋅|c1qA − m1q|
q2 = qB − a2⋅|c2qB − m2q|
q3 = qC − a3⋅|c3qC − m3q|
q4 = qD − a4⋅|c4qD − m4q|

(6) 

Moreover, it can be observed that the presence of chaotic values in 
CHOA (depicted in Fig. 1 and Eq. (7)) closely resembles the patterns of 
social motivating activity. 

qt+1 =

{
Eq. (5) ηm < 0.5

ζηm⩾0.5 (7) 

where ηm represents a randomly generated number within the interval 
(0,1]. This oversimplified perspective on learning may result in pre
mature convergence behavior. The subsequent section will propose an 
OSIE technique to rectify these shortcomings. The same method can be 
applied to a search area with D dimensions, wherein chimpanzees will 
transfer in hyperbolic geometry (or hyperspheres), surrounding the best 
possible position as far as discovered.

4.2. Deep neural network

Dominant Neural Networks (DNNs) are ANNs that have multiple 
hidden layers in input and output layers. It is possible for DNNs, like 
shallow ANNs, to show complex non-linear interactions [41]. The pri
mary job of ANN is to gather inputs, analyze them by more complex 
calculations, and provide outputs that can deal with practical problems, 
including prediction.

5. Proposed methodology

The section provides an overview of the dataset, processing ap
proaches, and the proposed methodology, OSIE-CHOA. Profit fore
casting utilizing a DNN-based financial accounting information system 
is the current focus. In order to train the network, we will use the OSIE- 
CHOA framework.

Fig. 1. The utilized chaotic maps.
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5.1. Dataset

It is possible to generate a sufficient dataset for profit prediction 
using the same dataset that was used to forecast the stock, which can be 
obtained from Kaggle. From January 4, 2005, to May 11, 2022, is the 
time frame that is encompassed. Daily data is readily accessible, con
taining several parameters, such as the price-to-earnings ratio and 
fundamental indicators like market capitalization. Gathering detailed 
information and statistics regarding the tradable stocks listed on the 
stock exchanges of Shenzhen and the stock exchanges of Shanghai is 
essential. This data collection process should be conducted over time, 
encompassing 4714 stocks.

5.1.1. Preprocessing
Lastly, each new datum was assigned a binary value of 0 or 1 

depending on the profits witnessed the following year. We generated 
sixteen datasets in all. After the preparation phase was completed, 
sixteen further datasets were developed. There are 2,350 businesses, and 
each one has 15 unique characteristics.

5.1.2. Novel profit forecasting dataset
A set of fifteen distinct characteristics was drawn from sixteen 

separate datasets and applied to 37,600 samples. Table 1 shows the 
selected properties with their associated labels. For further insight into 
the database, see Fig. 2 for the correlation matrix showing the in
terrelationships of the various variables. Generalized variables are 
shown in Fig. 3 using violin plots.

5.2. Objective-based survival individual enthusiastic for CHOA (OSIE- 
CHOA)

The OSIE-CHOA algorithm’s strategy to enhance the improvement 
and refinement of solutions in the search process involves implementing 
adjustments to the locations of various groups of the population of 
chimps. When solving a given problem, in each iteration, the algorithm 
applies various equations to identify, evaluate, and rearranging the best- 
fitted, the most enthusiast, and the worst-fitted solutions.

Top-performing chimps (best-fitted solutions)
In this context, individual fitness or the objective value for each 

chimp qj
chimp is evaluated concerning a single objective defined in Eq. (8): 

f(qj
chimp) (8) 

where qj
chimp is the position of the j-th chimp and f (.) denotes the 

objective function. After measuring the fitness of each chimp, the pop
ulation is ordered in ascending order of progress towards the objective 
function, selecting the first half as best-fitted solutions.

Four chimps with an enthusiasm index Ei higher than the rest have 

been selected to be enthusiastic chimpanzees out of the best-fitted so
lutions obtained amongst the rest. The computation of the enthusiasm 
index Ei for each best-fitted solution is as follows: 

Ei =
∑N/2

j=1

⃒
⃒
⃒f(qi

chimp) − f(qj
chimp)

⃒
⃒
⃒ (9) 

where N denotes the total number of individuals in the population, i 
indexes the chimp in consideration, j indexes the other top-performing 
chimps, any one of the four chimpanzees with the highest Ei values 
are labeled as enthusiastic chimps who assist in exploration by seeking 
out worst-fitted solutions.

Underperforming chimps (Worst-Fitted Solutions)
The worst 50 % of the chimps, or the least-fitted solutions, will be 

taken for a rework to increase their fitness. For every worst-fitted chimp 
q chimp, the new position q new is computed to locate it next to a few 
enthusiastic chimps. This type of displacement around the enthusiastic 
chimps aids in the exploration aspect during the search and is formu
lated in Eq. (10). 

qworst
new = qk

enth + r⋅(qk
enth − qworst

chimp) (10) 

where qk
enth denotes the position of the k-th randomly chosen enthu

siastic chimp, and r is a random scaling factor that lies within 0 and 1. 
This type of movement allows the worst-fitted chimps to wander around 
the enthusiastic chimps.

Enthusiastic chimps Repositioning
In order to prevent enthusiastic chimpanzees from converging on the 

solution too early, their locations are also adjusted within each iteration. 
The new value of qenth

new assigned to an enthusiastic chimp is obtained by 
adding a random difference for larger searching, as shown in Eq. (11). 

qenth
new = qenth +α⋅rand(− 1, 1) (11) 

Global best solution updating
In every iteration, the algorithm improves the global best solution q 

global_best, which is the position of the chimp who has the least 
objective value: 

qglobal best = argmin
j

f(qj
chimp) (12) 

This process of updating is repeated as many times as needed till the 
algorithm has been run for the maximum number of times, which is 
represented by T or any other stopping condition is met.

The algorithmic representation of the OSIE-CHOA algorithm can be 
found in Algorithm 1, while a visual depiction of its functioning is 
presented in Fig. 4.

Algorithm 1 Pseudo-code of the OSIE-CHOA

Initialize OSIE-CHOA parameters,
population size (N),
maximum number of iterations (T)
Set iteration counter t = 1

While t < T do
For j = 1: N do

Initialize random positions for the jth solution
Calculate the objective value.
Sort the objective value in ascending.
Identify the first 50 % solutions to be repositioned.
Identify the four best-fitted solutions.
Save them in the algorithm’s memory.
Save the best-fitted solution found so far.
Calculate the enthusiastic index (Ei).
Identify four solution positions with the highest Ei values.
Reposition the 50 % of the best-fitted solutions around these diversified 

solutions randomly.
Adopt the repositioned solution as their new position.
Increment t by 1.
Return attacker as the final result.

Table 1 
Features and corresponding labels.

Number ID Features

1 F1 Cash flow to debt ratio
2 F2 margin ratio
3 F3 margin of free cash flow
4 F4 return on equity
5 F5 cash ratio
6 F6 gross margin ratio
7 F7 debt to equity ratio
8 F8 debt ratio
9 F9 current ratio
10 F10 quick ratio
11 F11 return on assets
12 F12 SGA to revenue
13 F13 operating cash flow sales ratio
14 F14 R&D to revenue
15 F15 CAPEX to revenue
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5.3. Problem definition

When optimizing a deep network, there are typically two primary 
concerns to resolve. The Chimps should first precisely explain the 
structure’s specifications. The next step is to find the objective function 
by applying the analysis to the challenge. Presenting the network vari
ables is one stage in adjusting a DNN using CHOA. As a result, crucial 
DNN parameters, such as the biases and weights, must be set 

appropriately to obtain the best prediction accuracy. For the purpose of 
determining the objective function, OISE-CHOA optimizes the biases 
and weights. In the CHOA, chimpanzees stand in for weights and biases.

Binary representations, matrices, and vectors are specific expressions 
of optimization approaches that are often used to describe the biases and 
weights of a DNN. The person is represented in this study by Eq. (18) 
since the OISE-CHOA requires parameters that are vector-based: 

Fig. 2. Correlation matrix of features that were chosen.

Fig. 3. Showing the distribution of selected features by Violin plots,
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Chimps = [W11,W12, ...,Wnh, b1, ..., bh,M11, ...,Mhm] (13) 

The number of input neurons is denoted by n in this setting. The Wij, 
Mjo, and bj symbols represent the input weights, output weights, and 
biases, respectively. In Fig. 5, we can observe the DNN-OSIE-CHOA 

block design.

6. Experimentation

The framework above will be put to the test in a subsequent exper
iment. The DNN’s input layer, which had fifteen nodes, was its funda
mental structural component. There are four hidden layers in the neural 
network design, with three thousand, one thousand, one thousand, and 
fifty nodes each. The output layer, the fourth layer, is made up of two 
nodes. Sensitivity analysis is used to generate the values indicated 
above. All of the hidden layers used the Rectified Linear Unit activation 
function, while the output layer made use of the SoftMax activation 
function). By splitting the dataset in half, the framework is prepared to 
apply the hold-out strategy during training. Training data made up 70 % 
of the dataset, while test data made up the other 30 %. Overfitting 
occurred when the model was being trained. A normalization approach 
called L1 is thus employed for the hidden layer. After the first three 
hidden layers, 10 % dropout regularization was also included.

In order to maintain an unbiased comparison of the algorithms, the 
iteration count and population size were set as constant for each algo
rithm. This configuration allows all algorithms to undergo the same 
number of fitness evaluations and hence provides an impartial ground 
for assessing their performance. With respect to the iteration count as 
well as the size of the population, a uniform amount of processing is 
done in all these algorithms so that the comparison may be drawn in 
terms of the convergence rate, accuracy, and efficiency.

Multiple regularization strategies were used in order to counterbal
ance overfitting. Dropout regularization was implemented for the hid
den layers to reduce the chances of becoming too dependent on specific 
neurons. To prevent the model from overfitting to the noise in the data, 
early stopping was also utilized based on the validation loss metrics to 
indicate when further training provided no benefit. Cross-validation 
tested the model’s reliability with different splits in the data, while L1 
and L2 weight regularization kept the model less complex if necessary. 
All these methods reduced overfitting while improving the generaliza
tion of the model.

Various developed models, such as DNN-SSA [42], DNN-CBBO [43], 
DNN-DA [44], DNN-IWT [45], DNN-SCA [46], and DNN-OSIE-CHOA, 

Fig. 4. Flowchart of OSIE-CHOA.

Fig. 5. The block diagram of DNN-OSIE-CHOA.
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have been utilized to optimize the profit prediction model. All of the 
predictors’ default values and configurable parameters mentioned 
above are shown in Table 2.

6.1. Statistical metrics

The evaluation of the efficacy of predictive methods involves the 
consideration of many statistical criteria, such as the coefficient of 
determination (R2) [47], mean absolute percentage error (MAPE) [48], 
root mean square error (RMSE) [49], mean absolute percentage error 
(MAPE), relative root mean square error (RRMSE), mean relative error 
(MRE), and mean absolute error (MAE) [50]: 

MAE =

(
1
m

)
∑m

i=1

⃒
⃒Avi − Pvʹ

i

⃒
⃒ (14) 

R2 = 1 −
SSR
SST

(15) 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
1
m

)
∑m

i=1

(
Avi − Pvʹ

i
)2

√

(16) 

MAPE =
1
m

∑m

i=1

⃒
⃒
⃒
⃒
Avi − Pvʹ

i
Avi

⃒
⃒
⃒
⃒× 100% (17) 

RRMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(

1
m

)
∑m

i=1

(
Avi − Pvʹ

i
Avi

)2
√
√
√
√ (18) 

MRE =

(
1
m

)
∑m

i=1

⃒
⃒Avi − Pvʹ

i

⃒
⃒

|Avi|
(19) 

The terms Avi and Pvʹ
i indicate the actual and predicted values of the 

output, respectively, while “m” indicates the entire number of obser
vations. SSR and SST stand for the sum of square regression and total, 
respectively [51].

6.2. Profit prediction model using DNN-OSIE-CHOA

The DNN structure was not initially executed using optimization 
approaches [52]. The statistical measures employed for evaluating the 
predictive performance of DNN are presented in Table 3. The findings of 
this study indicate that the performance of the DNN’s forecasts does not 
fall below the expected standard. However, more accurate predictions 
are needed to firmly endorse it as a dependable estimator for financial 
profit estimates. Hence, the application of nature-inspired optimization 
approaches is crucial in the development of a reliable DNN framework.

The subsequent experiment uses CBBO, SSA, SCA, DA, and IWT in 
addition to CHOA. The statistical findings for the DNN-OSIE-CHOA and 
other composite predictors for training datasets are presented in Table 3. 
The paper presents six DNN-based algorithms that demonstrate notable 

training efficiency. This improvement is evident from the R2 values of six 
models, which surpass 0.81 by a considerable margin.

Validation and assessment of the proposed predictors employing the 
testing sets follow the learning phase—the test sets’ statistical outcomes 
are presented in Table 4. According to the results, although six utilized 
forecasters may surpass the average DNN when it comes to predicting 
financial success, the DNN-OSIE-CHOA stands out as the most 
promising.

The ranking methodology is subsequently employed to evaluate the 
differences between the prediction results of the proposed predictors, as 
depicted in Table 4. The utilization of stacked bars in Fig. 6 serves the 
purpose of visually representing the final order of position. Fig. 7 il
lustrates six statistical indicators for the DNN and the proposed pre
dictors. The study’s findings demonstrate that the DNN-OSIE-CHOA 
predictor exhibits higher levels of trustworthiness and accuracy in both 
the training and testing phases compared to the other predictors that 
were put forth. The application of the OSIE-CHOA in optimizing 
DNNs offers several advantages, such as rapid convergence and reduced 
error rates. The convergence curves of proposed predictors are con
trasted in Fig. 8. Fig. 9 displays a Taylor diagram that bases its com
parison on the coefficient of correlation and standard deviation. 
Notably, the DNN-OSIE-CHOA seems to have a favorable effect 
compared to other proposed predictors.

Fig. 8 shows results from 30 separate runs of each of the algorithms, 
depicting average convergence curves. Since each run is started with 
random initial conditions, the starting points of the curves may be ex
pected to be slightly different from each other, raising the starting values 
of the curves. ‘Average best so far’ on the y-axis denotes the average of 
best fitness values retrieved in each iteration during 30 runs. Such a 
method enables an overall perspective of convergence of each algorithm 
as various discrepancies from each run are averaged out.

As shown in Fig. 9, it is clear that all of the proposed pre
dictors employed in this paper outperform the formal DNN in prediction 
performance. The DNN-OSIE-CHOA, however, surpasses all other pro
posed predictors in terms of accuracy. As a result, this paper suggests 
utilizing the hybrid DNN-OSIE-CHOA model to forecast profit.

6.3. The comparative analysis of formal algorithms

In order to conduct a thorough assessment, the efficacy of formal 
predictors such as support vector regression (SVR) [53], autoregressive 
integrated moving average (ARIMA) [4], random forest (RF) [54], and 
multilayer perceptron (MLP) [55] were examined in comparison to 
DNN-OSIE-CHOA.

Similar statistics and examination methodologies were employed for 
all predictors in order to ensure a comprehensive and unbiased evalu
ation. Additionally, we examined the algorithms’ capability to predict 
their findings to unforeseen datasets. The comparative models’ detail 
sets are shown in Table 5. The results of the comparison between the 
conventional models and DNN-OSIE-CHOA are graphically shown in 
Table 6.

The findings derived from the comparative analysis demonstrate that 
the DNN-OSIE-CHOA exhibited superior accuracy and predictive capa
bilities in comparison to the conventional predictors. When compared to 
the usual predictors, the results showed improved accuracy, lower MSE, 
and lower RMSE.

7. Discussion

It appears that the DNN framework’s predictive skills are improved 

Table 2 
The configuration settings for the comparison predictors.

Algorithm Parameter Value

CHOA Number of chimps 20
​ Max (iterations) 500
​ Maximum (I) 2
CBBO Maximum (E) 2
​ Mutation 0.003
SSA vc→ (0,1]
SCA r1 (0,1]
​ r2 (0,2]
​ r3 (0,1]
IWT a [2,0)
DA Initial velocity 3 m∕s
​ Wing area 10− 4 m2

Table 3 
The measurement metrics used for DNN’s evaluation.

MAE RRMSE RMSE MAPE R2 MRE

3.09E-02 0.037954 0.05451 1.278 0.5879 0.0231
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when the OSIE-CHOA is used.
The study’s findings can be enumerated as follows: 

• The DNN model, albeit showing promising results, required 
improved prediction accuracy in order to be considered a reliable 
financial profit estimator.

• The DNN-OSIE-CHOA model demonstrated enhanced predicting 
abilities in comparison to the other predictors that were proposed, 
hence surpassing their level of accuracy.

• The hybrid model, which integrates a DNN with the optimal subset 
input elimination and choice of hyperparameters algorithm (OSIE- 
CHOA), showed effective convergence and decreased error rates. 
Consequently, this particular model demonstrates its reliability as a 
viable choice for predicting profitability.

• The comparative analysis of different benchmark optimization al
gorithms revealed that DNN-OSIE-CHOA displayed the most rapid 
convergence rate, hence offering more substantiation of its efficacy.

• All of the predictors that were proposed, including DNN-OSIE-CHOA, 
exhibited improved performance when compared to the typical DNN 
model. This comparison highlights the advantages of integrating 
deep neural networks with optimization methods that draw inspi
ration from natural processes.

• The statistical criteria, such as RMSE, R2, RRMSE, MAPE, MAE, and 
MRE, consistently demonstrated the improved performance of the 
DNN-OSIE-CHOA model.

• The findings underscore the capacity of combining deep learning 
techniques with metaheuristic optimization algorithms in order to 
predict profits utilizing financial accounting information systems.

The findings mentioned above make a significant contribution to the 
understanding and advancement of profit prediction techniques in the 
field of financial accounting. Furthermore, these findings provide sig
nificant contributions to scholars and professionals in the field.

Table 4 
Results for the DNN and other predictors.

Method RMSE R2 RRMSE MAPE MAE MRE Rank

Training DNN 0.075 0.61 0.087 2.601 0.049 0.023 6
DNN-OSIE-CHOA 0.017 0.98 0.010 0.641 0.013 0.010 48
DNN-CHOA 0.032 0.94 0.019 1.170 0.021 0.011 36
DNN-IWT 0.031 0.95 0.019 1.169 0.020 0.011 42
DNN-SSA 0.039 0.92 0.029 1.252 0.024 0.012 30
DNN-SCA 0.049 0.90 0.048 1.649 0.029 0.016 24
DNN-CBBO 0.060 0.79 0.060 1.841 0.034 0.020 18
DNN-DA 0.063 0.79 0.063 2.110 0.049 0.022 12

Testing DNN 0.062 0.60 0.042 2.401 0.044 0.019 6
DNN-OSIE-CHOA 0.012 0.97 0.009 0.568 0.010 0.005 48
DNN-CHOA 0.020 0.92 0.014 0.980 0.014 0.009 36
DNN-IWT 0.019 0.93 0.014 0.979 0.014 0.009 42
DNN-SSA 0.032 0.90 0.017 1.169 0.020 0.012 30
DNN-SCA 0.036 0.87 0.021 1.460 0.023 0.014 24
DNN-CBBO 0.039 0.79 0.026 1.671 0.026 0.017 18
DNN-DA 0.046 0.77 0.029 1.863 0.029 0.018 12

Fig. 6. Overall stacked ranking results.

Fig. 7. The statistical indices of the proposed predictors.
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8. Conclusion

This research introduced a hybrid DNN network and OSIE-CHOA 
technique (DNN-OSIE-CHOA) system to enhance the prediction of 
financial accounting profit. The system consisted of a DNN pre
dictor that accounted for the novel OSIE-CHOA-based learning tech
nique as a learning algorithm. A complete dataset of 15 features was 
generated to provide a precise comparative analysis. Consequently, the 
DNN-based model employed in these studies had six layers. This study 
involved the development of five deep predictors to forecast financial 
accounting profit alongside the inclusion of OSIE-CHOA. The IWT, SCA, 
CBBO, DA, and SSA were these predictors. The study revealed that the 
DNN-OSIE-CHOA, DNN-IWT, DNN-SSA, DNN-SCA, DNN-CBBO, DNN- 
DA, and classic DNN models achieved rank grades of 48, 42, 36, 30, 24, 
18, 12, and 6, respectively. Listed in order of decreasing value, the DL- 
based systems outperformed their peers when it came to predicting the 
worth of financial accounting profits. The DNN-OSIE-CHOA model was 
found to be the most precise predictor for financial accounting profit.

The model might be improved by adding and modifying features or 
by using Principal Component Analysis (PCA) to reduce the bias of the 
generated dataset. Additionally, lowering the bias would improve the 
model’s performance. Researchers may utilize various improved vari
ants of CHOA, like weighted CHOA, IP-based CHOA, and variable levy 

Fig. 8. Proposed predictors’ convergence curves.

Fig. 9. Taylor diagram for the proposed predictors.

Table 5 
Setup parameters for the formal algorithms.

Model Parameters Values

SVR C 
ε

1.0 
0.1

ARIMA p, d, q 1, 0, 1
MLP Number of hidden layer neurons 

Learning rate
50 
0.001

RF Number of trees 
Samples split 
Samples leaf

100 
2 
1

Table 6 
The comparative outcomes were obtained from the formal models and DNN- 
OSIE-CHOA.

Model Accuracy RMSE RRMSE

SVR 0.699 0.037 0.180
ARIMA 0.660 0.038 0.196
MLP 0.721 0.027 0.144
RF 0.720 0.028 0.146
DNN-OSIE-CHOA 0.925 0.009 0.096
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flight CHOA, to explore potential avenues for future research.
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