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A B S T R A C T

Today is the age of superconductivity where each object connects in a cascading manner to
other objects, allowing for seamless integration of real-world objects into the digital domain of
the Internet of Things (IoT). These objects collaborate to deliver ubiquitous services based on
the user mode and context. For more real-time applications, IoT is integrated with quantum
computing technologies and tools for enhancing the conventional structure into more differ-
ent aspects, revolutionizing the processing speed, enhancing communication, and increasing
security features. All these objects are equipped with sensors that collect real-time data from
their surroundings and share it with neighboring objects. This data is then broadcast into the
environment, enabling users to access services without understanding the underlying complex
and hybrid IoT infrastructure of heterogeneous devices. These minute and plugable sensors are
capable of data collection and are always busy handling data management. However, these
sensors often have limited resources, creating significant issues when dealing with massive
and repetitive operations. Most of the time, these low-energy sensors are busy with excessive
sensing and broadcasting, resulting in overhearing and passive listening. These factors not only
create congestion on communication channels but also increase delays in data transmission
and adversely affect system performance. To assess the network traffic for securing the IoT
resources in the quantum computing environment, in this research work, we have proposed
a novel scheme called ‘‘Self-Adaptive and Content-Based Scheduling (CACS) for Reducing Idle
Listening and Overhearing in Securing the Quantum IoT Sensors’’. This scheme reduces idle
listening and minimizes overhearing by adaptively configuring network conditions according
to the contents of sensed data packets. It minimizes extensive sensing, decreases over-cost
processing, and reduces frequent communication that lessens the overall system traffic and
secures the resources from being overwhelmed. The simulation results demonstrate a 0.80%
increase in delay across various baud rates, resulting in a general increase of 0.44 s. Moreover,
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it ensures a notable 22.23% reduction in BER and lowers energy consumption by approximately
20%, which is actual energy enhancement in the connected system.

1. Introduction

The Internet of Things (IoT) is an inter-network of things that connects everything in the surroundings, like physical devices,
bjects, and entities [1–3]. This may include devices like smartphones, smart home appliances, and wearable devices, but nowadays
oT also connects other physical objects, infrastructure, and even living beings [4–6]. These devices, objects, and other entities
re used to collect data about the surroundings and disseminate this information to other objects and to the central gateway for
onnecting to the global internet. Embedded sensors, software, and hybrid network infrastructure are used to collect and transmit
ata. The main goal of IoT is to create a hybrid network of resources where they provide services in a uniform layer [7,8]. All devices
nd objects are cascading and sharing information and providing services according to the context and the user’s preferences. Most
f these things share information and perform different actions without human intervention. There are many application domains
f IoT and are used in many practical scenarios, like smart homes [9], industrial automation [10], healthcare [11], agriculture [12],
ransportation [13], etc. Commonly used objects in the surroundings are smart thermostats, connected appliances, wearable health
rackers, industrial sensors, and smart city infrastructure [14,15]. In short, we can say that the main aim of IoT technologies is
o create a fully connected and pervasive system in which different devices, objects, and appliances support heterogeneity and a
ariety of other tasks in the machine-to-machine (𝑀2𝑀) paradigm [16,17].

With their growing popularity, IoT devices and services are becoming more vulnerable as computational power increases,
allowing intruders to easily predict the symmetric and asymmetric mechanisms employed to secure them. Quantum computing
is a new emerging area where quantum algorithms solve those problems that classical computers have not processed [18,19].
Due to the enormous speed and complex number-solving algorithms, quantum computing can easily break up the logic behind
the security algorithms. Using the quantum bit (𝑄𝑢𝐵𝑖𝑡), these algorithms can solve any combination problem with greater speed
and accuracy. In the global infrastructure, IoT devices are connected in any way to customer data in routine applications, from
financial transactions to health-related critical information. Large-scale IoT data sets may be processed more quickly and effectively
by quantum algorithms, facilitating better decision-making and quick responses that can compromise the combination logic used
in any security mechanism. IoT security in post-quantum computing mainly focuses on cryptographic techniques with specific
goals [20,21].

There are many challenges in 𝐼𝑜𝑇 devices due to this new quantum computing because traditional mechanisms will be invisible
and need to be checked with new directions of 𝑄𝑢𝐵𝑖𝑡. For more scalable and secure 𝐼𝑜𝑇 infrastructure, the quantum techniques
are used not only to check and find vulnerabilities but also for checking the long turn procedure of combination logic. The legacy
and classical approaches of securities need to be revisited according to the new era of 𝑄𝑢𝐵𝑖𝑡. There are many security techniques
recommended for 𝐼𝑜𝑇 infrastructure to be used, like Quantum-resistant Cryptography [22], Quantum Key Distribution (𝑄𝐾𝐷) [23],
Post-Quantum Hybrid Cryptography [24], and device authentication-based 𝑄𝑢𝐵𝑖𝑡 [25], but there are many other approaches used for
securing the network, like continuous monitoring and regulatory compliance [26,27]. Using the last two mechanisms, we also ensure
the security of 𝐼𝑜𝑇 devices by regulating traffic and adjusting the flow of bits towards the communication links [28]. Controlling
and monitoring of packets aligns with system security, and it provides a better security policy, including scheduling of 𝐼𝑜𝑇 devices
and services [29].

IoT devices are objects that collect information from their surroundings using different types of sensors. Sensors are small
autonomous gadgets embedded with other appliances for seamless connectivity and data collection. They are used for collecting
data from the physical world and enabling the communication and intelligence of IoT objects. Sensor networks [30–32] are the
core of all IoT infrastructures for collecting information from real-world scenarios and sharing it with other smart objects in the
surroundings. These networks are accomplished networks of small autonomous sensors embedded with all devices [33,34]. These
sensors have limited capabilities in terms of energy, processing, memory, and low-range communication models. The process of data
collection by these sensors is a continuous process where, most of the time, the same data is collected again and again. Collecting a
huge volume of data with redundant bits and repeating patterns is meaningless, while a good amount of energy is consumed in each
sensing cycle. Continuous sensing of the same data packets not only degrades system performance but also affects the availability
of resources for other tasks. There is always a need for a mechanism that minimizes idle listening [31,35] and overhearing [36] to
minimize redundant sensing. Regulating sensing and communication not only enhances the energy level of these networks but also
minimizes congestion and delay caused by overhearing and idle listening. In traditional approaches, embedded sensors in IoT devices
always engage in idle listening, continuously monitoring the network conditions even when there are no incoming packets [35,37].

IoT is growing day to day with emerging new devices and providing seeming-less connectivity. Quantum computing is one such
area that creates many challenges to all areas of computing, especially for IoT security which results in severe consequences. The
adversaries in quantum IoT, have enormous processing powers and quicker decision-making facilities which allows them to penetrate
systems that were previously thought to be safe [38,39]. The security algorithms employed in IoT devices today, particularly those
for digital signatures and key exchange, are susceptible to new kinds of attacks brought about by the advancement of quantum
computing. It improves processing speed by parallelism which enables quick data analysis and better decision making in IoT devices.
The main problem with idle listening is that these sensors are not aware of what is being sensed (the content of data) or what
2
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and many useful sensing cycles are wasted. To minimize overhearing and idle listening, a strategy that can manage active-sleep
techniques in the scheduling of sensors is constantly required. In this research work, we have proposed a ‘‘Self-Adaptive and Content-
Based Scheduling (CACS) for Reducing Idle Listening and Overhearing in Securing the Quantum IoT Sensors’’. The proposed scheme
optimizes the sensing flows towards the microprocessor and minimizes the frequent communication on radio links, which ultimately
results in enhanced energy efficiency and increases the lifetimes of low-energy sensors. CACS makes the system more resilient and
secure by mitigating quantum techniques and 𝑄𝑢𝐵𝑖𝑡. The main contributions of this work are as follows:

• Evaluate quantum IoT technologies that challenge traditional security mechanisms for each object in the environment.
Quantum IoT technologies not only provide opportunities but also offer challenges in using the traditional approaches to
security. Post-quantum techniques on IoT systems greatly affect the resources and a new mechanism is always desired.

• Evaluated the contents of sensed data packets for redundancy regularly for matching bit streams, patterns, or frequency. It is
possible by applying continuous monitoring and updates, and regulatory compliance in IoT-based systems. While each device
follows different states and ensures that each sensor can adapt to any other state based on a four-state model. Which thwarts
the possible resource starvation attack in IoT by applying quantum algorithms.

• Implement the model with defined parameters and validate the model with different metric values. Also, verify the efficiency
of the proposed scheme by testing it in different scenarios and changing environments. The overall system is tested with some
criteria for various types of attacks in IoT quantum systems.

The rest of the paper is structured as follows: Section 2 is Related Work, Section 3 is the proposed solution (Self-Adaptive and
Content-Based Scheduling (CACS) for Reducing Idle Listening and Overhearing in Securing the Quantum IoT Sensors) in detail,
Section 4 is the Working Procedure of the CACS system in Distributed IoT Environments, Section 5 is the Healthcare scenario for
CACS, Section 6 is the Evaluation and Section 7 CACS has compared with state-of-the-art schemes, and finally we have concluded
the paper into Section 8.

2. Related work

IoT devices are mostly designated for providing automated services with minimal human intervention. These devices are always
optimized for efficient use of energy for long periods that enable real-time data collection and continuous monitoring of various
crucial processes. Continuous monitoring and regular compliance are necessary for reliable services. Many techniques have been
used for the officiant of the use of resources, including processing capabilities and communication over radio links. Some common
techniques are duty cycling [7], sleep modes power managements [40], data compression and aggregations [2,41,42], adaptive
power samplings [43], dynamic voltage scaling [44], context awareness and task management [45] and many others.

The First scheme that has ensured a quantum approach for securing 𝐼𝑜𝑇 is FM-PQC [27] and it is a framework developed to
help businesses with this transition. The framework is easy to connect with various corporate frameworks and makes it possible to
identify cryptographic assets efficiently. DT-IoT [35] is a duty cycling mechanism suggested for efficient energy usage and enhancing
energy efficiency in IoT devices. They have discussed many directions like MAC-based adaptive duty-cycling for synchronization.
Another approach, EE-IoT [46] is used for enhancing energy by optimizing power consumption using ANN. It explores the recent
techniques for duty cycling. It also calculates the minimum eigenvalue and SNR values for comparison and evaluation. EERS [47]
as proposed a routing mechanism for embedded-duty cycling. The sleeping/wake-up is managed by sink by considering remaining
nergy, convergence area, and the number of active nodes.
GCN [1,48] is based on a generic random pattern for duty cycling using a graph derived from the sensing range. The range is

ased on the Euclidean distance between nodes. It improves energy consumption through game theory and deep learning techniques.
OS [49] is suggested for lightweight duty cycling operations and scheduling based on periodic updates of the accumulator’s state
f charge. It improves energy enhancement by using periodic provisions. DCGR [50] is based on a prediction system utilizing the
alman filter algorithm. Node scheduling is determined by employing covariance values. It minimizes hop count, delay, and latency
t an enormous level. OREM [24] is used to minimize sleep leakage and restore the power lost due to sleeping schedules. It uses
fully digital Eloss optimizer and an ARM M0 processor to achieve high results compared with other approaches in duty cycling.
SSEA [51] is mainly designed for optimizing data freshness by using the Markov decision technique. It ensures the optimal cyclic

cheduling policy. The Markov process proves the switching of packets with time constants. PROA [52] is proposed for lowering
nergy consumption, minimizing latency, and improving the duty cycling mechanism. This approach uses an anycast communication
attern for data transmissions. It uses high simulations and proves better results in latency and delay. LTDCEEP [53] has proposed
cooperative self-scheduling routing protocol based on SDN-controlled embedded networks. It calculates the shortest path using
DDP and creates a multi-path cooperative self-scheduling scheme for calculating transmission delay, sensor absorption rate, power
onsumption, node response rate, and packet loss rate.
QX-MAC [54] has found out the main drawback of X-MAC protocol design and suggests a new method to overcome that problem.

t combines Q-learning and a bit-streaming process for activating sensors. It reduces latency and delays by using an active-duty
ycling mechanism. CDC [55] has proposed for adjusting work cycles and planning. It uses cloud controllers and IoT sensors for the
ptimization of network resources in different years and calculates the actual data set from these experiments. Different parameters
re energy storage status, device cycle performance, and predicted charging values. SBS [56] has improved DBSCAN by grouping
he same sensors in each zone. SBS is used to implement adaptive dynamic sleep scheduling. It also uses a balancing technique that
urther utilizes Macrocells. It achieves higher success probability and power efficiency and proves that reduces energy consumption.
3
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Table 1
Summary of literature of scheduling with quantum IoT sensors.

Scheme Main idea Main drawback Pros and Cons

FM-PQC Efficient management, ensures resilience Delay and packet loss PQC-based, adaptive duty-cycling
DT-IoT enhanced energy efficiency, reliable packet loss only MAC-based adaptive duty-cycling
EE-IoT Optimizing resources using ANN Delay and Congestion minimum eigenvalue and SNR

values
EERS embedded duty cycling Routing Overload Efficient sleeping/wake-up

management
GCN Generic random pattern for duty-cycling Calculation overhead game theory and deep learning
LOS Lightweight duty cycling Congestion and overhead periodic provision
DCGR Prediction system utilizing the Kalman

filter
overhead Minimized hop count, delay, and

latency
OREM Minimizing sleep leakage and restoring

power loss
Delay and latency Fully digital Eloss optimizer

OSSEA Markov decision latency and delay Optimal cyclic scheduling policy
PROA Lower energy consumption, minimized

latency
communication overhead Anycast, better results in latency

LTDCEEP Cooperative self-scheduling calculation overhead Shortest path calculation
QX-MAC Overcoming drawbacks of X-MAC

protocol
X-MAC overhead Q-learning and bit streaming

process, reduced latency
CDC Adjusting work cycles and planning delay Optimized network resources
SBS Improved DBSCAN, adaptive sleep

scheduling
energy wastage Higher success probability and

power efficiency
DSS Feasibility of remote check-points for

energy
calculation overhead Architecture-based security,

saving packet contents
LIAA Increasing energy efficiency and

minimizing delay
memory needed BALI, CL, and RALI approaches,

uniform resources consumption
SEMFI Software-based energy management tool complexity in processing Analyzing power cycles, back-end

and front-end components
D-TDMA Dynamic TDMA scheme for reduced

message exchanges
TDMA congestion Efficient resource management

reduced latency and duty cycle
DEMS Optimizing sleeping schedules using

game theory
congestion and Latency Wake-up probability and latency

consideration, mobile app
RAST Efficient Radio duty-cycled network

formation
Packet Loss Reduced energy consumption,

active-scan procedures
QC-IOT accuracy, speed, and security functions QC-based system implementation quantum digital, smart locks,

DSS [57] has proposed the feasibility of remote checkpoints for energy consumption and memory. It also suggests an architecture-
based security technique for saving the contents of packets. LIAA [58] is primarily designed to increase energy efficiency and
minimize delay. It combines BALI CL, and RALI approaches for achieving uniform resource consumption. The results from the
simulation prove the usefulness of the scheme. SEMFI [59] has introduced software-based energy management tool. Which are
used for analysis of the power cycles of IoT devices without any other tool. It uses back-end and front-end modules for storing and
checking the data. D-TDMA [60] has proposed a dynamic TDMA scheme that is used to minimize message exchanges. It further
elaborates dynamic slot allocation for excluding central authority from controlling all the network activities. The results prove that
the performance evaluation of this approach is more energy officiant and it reduces latency, and duty cycle in an officiant manner.

DEMS [61] is based on game theory for optimizing the sleeping schedules of sensors. This approach is mainly focused on
wake-up probability, latency, and traffic conditions. It also visualizes the process by creating a mobile app for sleep duration
and displaying sensor readings. RAST [62] has proposed an efficient Radio duty-cycled which is based on network formation. It
reduces energy consumption by using joining delays and uses active-scan procedures. It improves the association of time and energy
consumption with other schemes. QC-IoT [63] have been used to amalgamate both IoT and QC for increasing accuracy, speed, and
security functions. It ensures the security of all the devices by using quantum digital marketing, quantum-secured smart locks, and
quicker processing at IoT endpoints. This mechanism also used some enhanced techniques like securing IoT with QC, and network
optimization in IoT using QC. Res-QCNN [64] is a deep learning for IoT platform analysis training method. Which combines the
quantum neural network using residual structural block. It works like backpropagation within conventional neural networks and
it proves resilience against noisy data and completes learning a unitary function. QIQW [65] is based on a blockchain framework
for safe data transfer between Internet of Things devices. It uses quantum hash functions instead of traditional cryptographic hash
functions. Its major goal is it allow IoT nodes to fully control their records and exchange their data with other nodes in an efficient
manner. It resists impersonation and messaging attacks. TFQ-IoT provides an analysis of the fundamentals of quantum computing
and Identifies a variety of attacks on quantum IoT devices. It uses and combines different security mechanisms for enhancing Internet
of Things security and guaranteeing data consistency and security in quantum cryptography.

QPSO-SP [66] is a new quantum-inspired particle swarm optimization-based service placement technique. It increases the
system’s throughput, energy consumption, latency, and computing load while achieving the desired service placement. It also
provides QP for an all-inclusive solution for the installation of IoT services in an EC setting. PEPC-IoT [67] is a modular Reduction
and anti-circular Rotation Column-based Multiplication. It is a column-based multiplication method that rotates one cycle at a time.
The concept was put into practice on FPGA and TSMC platforms for better results and improved system performance. PQD-IoT [68]
4



Internet of Things 27 (2024) 101312M.N. Khan et al.
is based on distributed ledger (DL) technology and combining these two technologies presents certain difficulties. DL-for-IoT, a
quantum-secure DL for IoT contexts. It proves an efficient, and compact one-time signature (OTS) system called DL-OTS. CAQ-
IoT [69] is a safeguard of patient privacy in the Internet of Things-based healthcare systems. It is based on quantum walks and
there are two stages of the suggested cryptosystem technique substitution and permutation. It ensures better results in the numerical
analysis of data and performers better in health-related environments. NQPSOOM [70] Utilizing the logistic chaos perturbation
technique, the intelligent optimization algorithm’s ability to escape the local optimal solution performed well. Using the five
perceptual task computing offloading techniques in the last three years, it takes into account the convergence of the perceptual
offloading model. QC-6G [71] uses the 6G technology and it enters a new era of digital communication that promises seamless and
ubiquitous connections. Combining QC into these networks is seen as a potential way to handle the complex computational and
security needs of this revolution. BQC [72] is an effective, scalable, and secure technique for securing Quantum Cloud. It emerged
from Blockchain technology and QTM to improve the viability and security of the suggested architecture.

All these mechanisms are useful in terms of scheduling with quantum security mechanisms and adaptation of scheduling policies
for secure IoT system resources. The summary of all these schemes is presented in Table 1 with prose and cons.

Problem Statement: Existing resource consumption and security schemes with quantum mechanisms have primarily focused
on aggregating and forwarding data with minimal resource usage, mainly targeting upper network layer policies. However, most
of these schemes lack a proper method for checking real-time traffic conditions and data assessment activities within the quantum
IoT sensors. To overcome this limitation and make the system more resilient in terms of proper checking and validation, through
real-time content assessment and monitoring, there is always needed a novel scheme. The primary goal of the suggested strategy
should be to improve network performance and efficiency by intelligently scheduling sensors in different states. It should carefully
forward only important data and prevent sending redundant data packets. By dynamically adjusting quantum IoT sensors based on
the content and relevance of the sensed data, it should optimize resource consumption while ensuring timely and accurate data
transmission to mitigate the system attacker. In the following section, a detailed discussion of CACS is provided with the system
model, energy model, and four-state model.

3. Self-adaptive and content-based scheduling (CACS) for reducing idle listening and overhearing in securing the quantum
IoT sensors

Self-Adaptive, and Content-Based Scheduling (CACS) presents a new approach used for optimizing the data collection and
transmission processes within quantum IoT sensors. The key concept of CACS revolves around the utilization of data packets and the
implementation of four distinct sensor states. These states are determined by the energy levels of the IoT sensors, enabling them to
adapt their state based on two main factors: the repeating patterns of bits detected during data collection and the remaining energy.
By minimizing redundancy and promoting uniform energy usage, CACS significantly extends the lifetime of individual sensors and
enhances the overall performance of quantum IoT sensors. The main rationale behind CACS is explained in the following points:

• Evaluate all methods linked to Quantum IoT sensor security and what is the concept underlying the major system vulnerabil-
ities.

• Minimize overhearing and idle listening by checking the contents of real-time data packets produced by quantum IoT sensors.
Packets inside the system are checked for similarities and each device is managed accordingly.

• Minimize the awakening period when a sensor is in sleep mode and wants to wake up to sense the surroundings. By using
these dynamic state-changing policies, the overall traffic will be decreased on the communication link at quantum IoT sensors.

• Decrease congestion and delay by regulating network traffic according to the real-time traffic generated at quantum IoT sensors.
It enhances system efficiency and mitigates possible system attacks which ultimately lead to the minimization of extensive
sensing, reduces over-cost processing, and decreases frequent communication.

3.1. CACS system model for dispersed quantum IoT environment

Consider a system model of IoT devices that are denoted as 𝑇𝑆𝑁−𝑤𝑜𝑟𝑘, where a total of twenty devices (𝐷𝑁) are deployed.
𝑇𝑆𝑁−𝑤𝑜𝑟𝑘 belongs to the set 𝑁 , where 𝑁 represents natural numbers (1, 2, 3, . . . ). Within 𝑇𝑆𝑁−𝑤𝑜𝑟𝑘, there are multiple immovable
homogeneous (𝐷𝑁), denoted as 𝐷𝑁1, 𝐷𝑁2, 𝐷𝑁3, 𝐷𝑁𝑘, where 𝑘 is a natural number. These 𝐷𝑁 have omnidirectional, two-way
communication capabilities and establish random connections with other devices (𝐷𝑁𝑖) and a designated central device (𝐷𝑆𝑖). A
typical IoT scenario with system topology and IoT sensors is shown in Fig. 1.

In 𝑇𝑆𝑁−𝑤𝑜𝑟𝑘, three types of data are transmitted: Broadcast Messages (𝐵𝑀𝑒𝑠𝑠𝑎𝑔𝑒), Sensing Values (𝑆𝑉 𝑎𝑙𝑢𝑒𝑠), and Aggregated
Data (𝐴𝐷𝑎𝑡𝑎). The 𝐷𝑆 broadcasts 𝐵𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑠 to all 𝐷𝑁𝑠 for discovering their positions within 𝑇𝑆𝑁−𝑤𝑜𝑟𝑘 and for forming a zone
of devices (𝑁𝑇𝑧𝑜𝑛𝑒). Upon receiving a 𝐵𝑀𝑒𝑠𝑠𝑎𝑔𝑒 from the 𝐷𝑆, an 𝐷𝑁 broadcasts necessary information, including its unique
identity (𝐼𝐷𝑘) and hop count (𝐻𝑃 ) to reach the 𝐷𝑆. Through the 𝐵𝑀𝑒𝑠𝑠𝑎𝑔𝑒, the 𝐷𝑆 obtains an overview of the system
topology. The 𝐷𝑆 sends a 𝐷𝐶𝐻 message unique to a specific 𝐷𝑁 based on its degree and location. The 𝐷𝑆 also broad-
casts a message containing the same 𝐼𝐷𝐷𝑆 to all surrounding 𝐷𝑁𝑠, informing them about its presence. Consequently, all
𝑆𝐷𝑁𝑠 transmit their 𝑆𝑉 𝑎𝑙𝑢𝑒𝑠 to the other 𝐷𝑆, which aggregates the sensed data along with the corresponding 𝐷𝑁 𝐼𝐷𝑠.
The 𝐷𝑆 then forwards the aggregated 𝐴𝐷𝑎𝑡𝑎 to the 𝐶𝑆 for further processing. Initially, all 𝐷𝑁𝑠 are deployed in an active
state and broadcast messages to their neighboring 𝐷𝑁𝑠. Consider the system topology 𝑇𝑆𝑁−𝑤𝑜𝑟𝑘, consisting of twenty 𝑆𝑁𝑠:
𝐷𝑁1, 𝐷𝑁2, 𝐷𝑁3, 𝐷𝑁4, 𝐷𝑁5, 𝐷𝑁6, 𝐷𝑁7, 𝐷𝑁8, 𝐷𝑁9, 𝐷𝑁10, 𝐷𝑁11, 𝐷𝑁12, 𝐷𝑁13, 𝐷𝑁14, 𝐷𝑁15, 𝐷𝑁16, 𝐷𝑁17, 𝐷𝑁18, 𝐷𝑁19 and
𝐷𝑁20, with three 𝐶𝑁 , 𝐶𝑁 , 𝐶𝑁 and 𝐶𝑁 .
5
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Fig. 1. Critical IoT environment with many 𝐷𝑁𝑠.

Some of the connections with one 𝐶𝑁𝑛 of these 𝐷𝑁𝑛 are as; 𝐷𝑁1, 𝐷𝑁2, 𝐷𝑁5, 𝐷𝑁6, 𝐷𝑁9, 𝐷𝑁10 and 𝐷𝑁14v are connected
to 𝐶𝑁1, while 𝐷𝑁3, 𝐷𝑁4, 𝐷𝑁7, 𝐷𝑁8, 𝐷𝑁11, 𝐷𝑁14 and 𝐷𝑁12 are connected to 𝐶𝑁1, and in the same way 𝐷𝑁13, 𝑆𝐷14, 𝐷𝑁15,
𝐷𝑁16, 𝐷𝑁18, 𝐷𝑁19, and 𝐷𝑁20 are connected to 𝐶𝑁3. Mathematically, it can be expressed as:

𝐶𝑁2 ⟵ 𝐷𝑁1, 𝐷𝑁2, 𝐷𝑁5, 𝐷𝑁6, 𝐷𝑁9, 𝐷𝑁10, 𝐷𝑁13 (1)

𝐶𝑁1 ⟵ 𝐷𝑁3, 𝐷𝑁4, 𝐷𝑁7, 𝐷𝑁8, 𝐷𝑁11, 𝐷𝑁12, 𝐷𝑁14 (2)

𝐶𝑁3 ⟵ 𝐷𝑁15, 𝐷𝑁16, 𝐷𝑁17, 𝐷𝑁18, 𝐷𝑁19, 𝐷𝑁20 (3)

These 𝐶𝑁𝑛 are responsible for collecting 𝑆𝑉 𝑎𝑙𝑢𝑒𝑠 from all connected 𝐷𝑁𝑛. After the necessary operations like aggregations and
appending 𝐼𝐷𝑛, these packets are sent to 𝐷𝑆. It can be expressed in equations as:

𝐶𝑁2 ⟵ 𝐼𝐷1 ∥ 𝜕1 + 𝐼𝐷2 ∥ 𝜕1 + 𝐼𝐷5 ∥ 𝜕1 + 𝐼𝐷6 ∥ 𝜕1 + 𝐼𝐷9 ∥ 𝜕1 + 𝐼𝐷10 ∥ 𝜕1 + 𝐼𝐷13 ∥ 𝜕1 (4)

𝐶𝑁1 ⟵ 𝐼𝐷3 ∥ 𝜕1 + 𝐼𝐷4 ∥ 𝜕1 + 𝐼𝐷7 ∥ 𝜕1 + 𝐼𝐷8 ∥ 𝜕1 + 𝐼𝐷11 ∥ 𝜕1 + 𝐼𝐷12 ∥ 𝜕1 + 𝐼𝐷14 ∥ 𝜕1 (5)

𝐶𝑁3 ⟵ 𝐼𝐷15 ∥ 𝜕1 + 𝐼𝐷16 ∥ 𝜕1 + 𝐼𝐷17 ∥ 𝜕1 + 𝐼𝐷18 ∥ 𝜕1 + 𝐼𝐷19 ∥ 𝜕1 + 𝐼𝐷20 (6)

After selecting the appropriate 𝐷𝑁𝑛 as a 𝐶𝑁 based on the 𝐵𝑀𝑒𝑠𝑠𝑎𝑔𝑒 in the 𝐶𝑁 selection process, 𝐶𝑆 obtained and knew about
𝑇𝑆𝑁−𝑤𝑜𝑟𝑘, including the locations of the 𝐶𝑁𝑠.

3.2. Four state transition model

In a typical sensor in an IoT scenario, several components work together to enable its functionality. These components include
a microprocessor 𝑆𝐶 , a magnetic sensor 𝑆𝐶 , a radio module 𝑆𝐶 , and an embedded battery as a power source. The
6
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Fig. 2. Four State Transition Model.

microprocessor 𝑆𝐶𝑀𝑃 is responsible for managing all computations within the sensor node. It processes the data collected by the
sensor and controls the power consumption of the device. To optimize energy usage, the 𝑆𝐶𝑀𝑃 has two operational modes: active
and sleep. Alongside the 𝑆𝐶𝑀𝑃 , the sensor incorporates a 𝑆𝐶𝑀𝑆 to detect changes and collect data from real-world scenarios.
The magnetic sensor has two operational modes: active and idle. When the sensor is actively collecting data, it operates in the
active mode, and it switches to an idle mode when not in use. Another important module inside the IoT sensor is 𝑆𝐶𝑅𝑀 , which
is responsible for transmitting the collected data to a central location. Similar to the 𝑆𝐶𝑀𝑃 , the 𝑆𝐶𝑅𝑀 has two modes: active and
sleep modes. When data transmission is in progress, the radio module operates in active mode, while it enters sleep mode when
there is no data to be sent. To power all the components of the sensor node, an embedded battery is included as the primary power
source. This battery ensures that the sensor node can function for extended periods without relying on an external power supply.
The Four State Transition Model has been shown in Fig. 2.

3.3. CACS’s energy model in distributed quantum IoT sensors

Using internal components or modules inside a 𝐷𝑁𝑛, many operating states can be defined. These states of 𝐷𝑁𝑛 are the amount
of energy when it processes an event. Internal components of 𝐷𝑁𝑛 are 𝑆𝐶𝑀𝑃 , 𝑆𝐶𝑀𝑆 , and 𝑆𝐶𝑅𝑀 , however, in these components,
𝑆𝐶𝑅𝑀 consumes more energy, and all the major operations can be linked to its use in any operation, as well as an embedded
battery as a power source. We have combined these three components and derived a model for 𝐷𝑁 − 𝑛. Any 𝐷𝑁𝑛 can achieve any
state defined in this model. The energy consumed by any 𝐷𝑁𝑛 is power consumption by each of these components combined with
individual transactions. We can write it as:

𝑃𝐷𝑁 = 𝑃𝑀𝑆 + 𝑃𝑃𝑀 + 𝑃𝑅𝑀 (7)

The total power consumed in a 𝐷𝑁𝑛 is equal to the power consumed by all components. As power is relevant to the flow of current
with resistance, it can be written as:

𝑃 = 𝑉 𝐼 = 𝐼2𝑅 = 𝑉 2𝑅 (8)

For energy, and with time constraints, it can be expressed as:

𝑃 = 𝑉 (𝑡).𝐼(𝑡) = 𝑉 (𝑡).𝐼(𝑡) (9)

In Eq. (9), the flow of current varies concerning time (𝑡), and voltage also changes according to current consumption. We can write
the variation in these two factors as:

𝐸 = ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
𝑉 (𝑡).𝐼(𝑡)𝑑𝑡 (10)

Eq. (10) is used for calculating the energy consumed by any 𝐷𝑁𝑛 concerning time. The current and voltage are directly related to
power consumption in terms of energy.

Using the above equations, energy in each component inside 𝐷𝑁 can be identified and calculated in the following sections:
7
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d

3.3.1. Energy in micro-processing unit
𝑆𝐶𝑀𝑃 operates in three distinct operational modes: active, idle, and sleep modes. Each of these states consumes energy at

ifferent levels. Energy consumption occurs at two levels: during actual task performance and state changes.

𝜉𝑀𝑃 = 𝜉𝑀𝑃𝑠𝑡𝑎𝑡𝑒 + 𝜉𝑀𝑃𝑐ℎ𝑎𝑛𝑔 (11)

𝜉𝑀𝑃 =
𝑛
∑

𝑖
𝑃𝑀𝑃𝑠𝑡𝑎𝑡𝑒(𝑖)𝑇𝑀𝑃𝑠𝑡𝑎𝑡𝑒(𝑖) +𝑁

𝑚
∑

𝑗
(𝑗)𝜉𝑀𝑃𝑐ℎ𝑎𝑛𝑔𝑒(𝑗) (12)

3.3.2. Energy in radio module
The 𝑆𝐶𝑅𝑀 operates in three distinct modes: active, idle, and sleep. In the active mode of operation, it is engaged in transmitting

or receiving sensed data packets. Each of these states consumes energy at different levels, depending on the specific functions
being performed. 𝑆𝐶𝑅𝑀 serves as a transceiver, responsible for the communication of data between the 𝐷𝑁𝑠 and other network
components. These three modes correspond to three distinct energy levels, each associated with specific operational characteristics.
We can express it as:

𝜉𝑅𝑈 = 𝜉𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡 + 𝜉𝑅𝑒𝑐𝑖𝑒𝑣 + 𝜉𝑖𝑑𝑙𝑒 + 𝜉𝑠𝑙𝑒𝑒𝑝 (13)

𝜉𝑅𝑀 = ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
(𝑃𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝐿𝑖∕𝑅)(𝑡)𝑑𝑡 + ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
(𝑃𝑅𝑒𝑐𝑒𝑖𝑣𝐿𝑖∕𝑅)(𝑡)𝑑𝑡 + 𝑃𝑠𝑙𝑒𝑒𝑝𝑇𝑠𝑙𝑒𝑒𝑝 + 𝑃𝑖𝑑𝑙𝑒𝑇𝑖𝑑𝑙𝑒 (14)

𝜉𝑅𝑀 = ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
(𝑉𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡.𝐼𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝐿𝑖∕𝑅)(𝑡)𝑑𝑡 + ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
(𝑉𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡.𝐼𝑅𝑒𝑐𝑖𝑒𝑣𝐿𝑖∕𝑅)(𝑡)𝑑𝑡+

𝑉𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡(𝐼𝑠𝑙𝑒𝑒𝑝𝑇𝑠𝑙𝑒𝑒𝑝 + 𝐼𝑖𝑑𝑙𝑒𝑇𝑖𝑑𝑙𝑒)
(15)

Where 𝜉𝑅𝑀 is the amount of energy consumed in 𝑆𝐶𝑅𝑀 and 𝜉𝑇 𝑟𝑎𝑠𝑛𝑠𝑚𝑖𝑡, 𝜉𝑅𝑒𝑐𝑖𝑒𝑣, 𝜉𝑖𝑑𝑙𝑒, 𝜉𝑠𝑙𝑒𝑒𝑝 by 𝑆𝐶𝑅𝑀 in different operations. 𝑉𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡
is the voltage for current 𝐼𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡. 𝑅 is the rate at which data is transferred between two 𝑆𝑁𝑛.

3.3.3. Energy in sensing module
The 𝑆𝐶𝑀𝑆 is used to receive data from surroundings and send it to 𝑆𝐶𝑀𝑃 for code fetching and further processing. The amount

of energy used in this component is:

𝜉𝑀𝑆 = 𝑁
𝑗
∑

𝑖=1
𝑀𝑆(𝑐ℎ𝑎𝑛𝑔𝑒)(𝑖)𝜉𝑆𝑀(𝑐ℎ𝑎𝑛𝑔𝑒)(𝑖) (16)

𝜉𝑀𝑆 = ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
(𝑃𝑀𝑆(𝑠𝑡𝑎𝑟𝑡)(𝑖)) + (𝑃𝑀𝑆(𝑒𝑛𝑑)(𝑖))𝑑𝑡 (17)

𝜉𝑀𝑆 = ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
𝑉𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡(𝑖)(𝐼𝑀𝑆(𝑠𝑡𝑎𝑟𝑡)(𝑖)) + (𝐼𝑀𝑆(𝑒𝑛𝑑)(𝑖))𝑑𝑡 (18)

4. CACS working procedure in distributed IoT environment

As an automated system, it can be formally defined, and all states can be derived from Fig. 2. Mathematically, its states,
conditions, transitions, and mappings can all be expressed.

Four States are four distinct and finite states; these are 𝑄 = {𝐴𝑐𝑡𝑖𝑣𝑒,𝑊 𝑎𝑖𝑡, 𝑅𝑜𝑢𝑡, 𝑆𝑙𝑒𝑒𝑝}. Many conditions are used to
switch from one state to another; here, these conditions are marked as 𝐶𝑛 and are the finite set of transition labels: 𝐸 =
{𝐶1, 𝐶2, 𝐶3, 𝐶4, 𝐶5, 𝐶6, 𝐶7, 𝐶8}. Another important parameter is the transition from one state to another. Using notation, a set 𝑇
represents the transitions and is defined as 𝑇 ⊆ 𝑄 × 𝐸 ×𝑄.

These are defined for each transition as:
𝑇 = {(𝐴𝑐𝑡𝑖𝑣𝑒, 𝐶1, 𝐴𝑐𝑡𝑖𝑣𝑒), (𝐴𝑐𝑡𝑖𝑣𝑒, 𝐶8, 𝑆𝑙𝑒𝑒𝑝), (𝐴𝑐𝑡𝑖𝑣𝑒, 𝐶2,𝑊 𝑎𝑖𝑡), (𝑊 𝑎𝑖𝑡, 𝐶3, 𝑆𝑙𝑒𝑒𝑝), (𝑆𝑙𝑒𝑒𝑝, 𝐶5, 𝑆𝑙𝑒𝑒𝑝), (𝑆𝑙𝑒𝑒𝑝, 𝐶6, 𝑅𝑜𝑢𝑡), (𝑆𝑙𝑒𝑒𝑝, 𝐶4,

𝐴𝑐𝑡𝑖𝑣𝑒), (𝑅𝑜𝑢𝑡, 𝐶9, 𝐴𝑐𝑡𝑖𝑣𝑒), (𝑅𝑜𝑢𝑡, 𝐶7,𝑊 𝑎𝑖𝑡)}.
While the 𝑞𝑜 is the 𝐴𝑐𝑡𝑖𝑣𝑒 state, from which each time the network starts. In the same way, 𝑙 is the mapping that associates with

each state of 𝑄 the finite set of elementary properties that hold in that state.
𝑙 = 𝐴𝑐𝑡𝑖𝑣𝑒 ↦ {1, 3, Active, Sleep}; 𝐴𝑐𝑡𝑖𝑣𝑒↦ {2, Wait}; 𝑊 𝑎𝑖𝑡={3, Sleep};
𝑆𝑙𝑒𝑒𝑝 ={3, Sleep, 4, Sleep, 1, Active}; 𝑅𝑜𝑢𝑡={1, 2, Active, Wait}
From the above definitions and notations about the Four State Transition Model, different states can now be derived from energy

consumption. All possible states are eighteen (18), but too many states also lessen system efficiency in terms of changing states
from one to another. Another problem with more states is the extra overload in terms of re-configuring the states and broadcasting
messages.
8
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Fig. 3. CACS Four States of IoT Sensors in 100 Equal Cycles.

4.1. Four states in CACS

To optimize the number of states in the CACS, the three fundamental modules of the 𝐷𝑁𝑛 are combined, resulting in sixteen
possible cases. However, only four optimized and useful states are used, which ensures energy efficiency and full connectivity among
the 𝐷𝑁𝑛. These four states are accessible to all nodes in the system, with each state theoretically allocated 30% of the total 𝐷𝑁𝑛.
The Route-state is specifically reserved for routing 𝐷𝑁𝑛 responsible for data reception, forwarding, and event sensing. 100 𝐷𝑁𝑛
have experimented with a state transition model with the restriction that no state can occupy more than 40% of all the states and
never gain the state less than 10%. The behavior of these 100 𝐷𝑁𝑛 is mapped in Fig. 3.

4.2. CACS mechanism

In each sensing cycle, 𝐷𝑁𝑛 transmits data packets; 𝐴𝐷𝑎𝑡𝑎 is transmitted to 𝐶𝑁𝑖. Let 𝜙 be the amount of inaccuracy in each sensing
cycle with Real Time Clock (RTC). The idle listening can be derived for each 𝐷𝑁𝑛 for 𝐵𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑠 and for 𝐴𝐷𝑎𝑡𝑎. For each 𝐶𝑖, idle
listening for 𝐵𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑠 can be expressed as: 𝑇𝐶 = 2 𝜙 𝑇𝑖−𝑗 Where 𝑇𝑖−𝑗 is the time when a 𝐷𝑁𝑖 transmits data for another 𝐷𝑁𝑗 . While
the idle listening for 𝐴𝐷𝑎𝑡𝑎 can expressed as: 𝑇𝐷𝑎𝑡𝑎 = 4 𝜙 𝜉 Where 𝜉 ∈ {0, 𝑇𝐶} and its value is average if 𝑇𝐷𝑎𝑡𝑎 ≤ 𝑇𝐶 is the time when
a 𝐷𝑁𝑖 transmits data for another 𝐷𝑁𝑗 . Energy consumed in transmitting and receiving 𝐵𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑠 is defined as 𝐸𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡 and 𝐸𝑅𝑒𝑐𝑒𝑖𝑣𝑒
while power consumed in the form of energy in idle listening is 𝑃𝐼𝑑 .

The energy consumed in any sensing cycle is the amount of energy consumed when a 𝐷𝑁𝑖 transmits data (𝐵𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑠, 𝑆𝑉 𝑎𝑙𝑢𝑒𝑠,
𝐴𝐷𝑎𝑡𝑎) to another 𝐷𝑁𝑗 in nearby configurations, while in multiple hierarchical networks, many routing 𝐷𝑁𝑅𝑜𝑢𝑡𝑠 are involved in
receiving and forwarding these packets until they reach a central gateway. Another important thing is the time of wake-up for any
𝑆𝑁𝑛 and this time can be calculated as 𝑇𝑖𝑑𝑙𝑒. With minimum values of 𝑇𝑖𝑑𝑙𝑒, the network will be more active in time series, and
𝐷𝑁𝑛 will wake up in very little time. Now the total power consumed by this process can be calculated as follows:

𝑃𝑇 𝑜𝑡𝑎𝑙 = 𝑃𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡 + 𝑃𝑅𝑒𝑐𝑒𝑖𝑣𝑒 + 𝑃𝐼𝑑𝑙𝑒 (19)

Where 𝑃𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡, 𝑃𝑅𝑒𝑐𝑒𝑖𝑣𝑒, 𝑃𝐼𝑑𝑙𝑒 are power consumption in transmitting, receiving, and idle states inside the network respectively. We
can write the 𝑃𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡 in time as,

𝑃𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡 = 𝐸𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡∕𝑇𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡 (20)

While the transmission of any data in the radio module will be,

𝑃𝑅𝑒𝑐𝑒𝑖𝑣𝑒 = (𝐸𝑅𝑒𝑐𝑒𝑖𝑣𝑒 + 𝑇𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡2𝜙𝑃𝑖𝑑𝑙𝑒)∕𝑇𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡 (21)

The power consumed in wake-up 𝑆𝑁𝑛 will be,

𝑃𝑖𝑑𝑙𝑒 = (𝑇𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡2𝜙𝑃𝑖𝑑𝑙𝑒)∕𝑇𝑇 𝑟𝑎𝑛𝑠 (22)

Eq. (22) is the amount consumed in waking up the sleep 𝐷𝑁𝑛. In most of the cases, it is assumed that 𝑃𝑖𝑑𝑙𝑒 is zero and for this, the
equation for 𝑇𝑇 𝑟𝑎𝑛𝑠 is the first derivative concerning time is,

𝑇𝑇 𝑟𝑎𝑛𝑠 =
√

𝑇𝑇 𝑟𝑎𝑛𝑠(𝐸𝑇 𝑟𝑎𝑛𝑠 + 𝐸𝑅𝑒𝑐𝑣)∕2𝜙𝑃𝑖𝑑𝑙𝑒 (23)

Now Eq. (21), (22) and (23) are the amount of energy in waking up the sleep states 𝐷𝑁𝑛. These equations can be embedded with
Eqs. (14), (15), and (18) for adding the amount of these energies (14), (15), and (18), we can get the actual amount of energy with
wake-up time. We can write as,

𝜉𝑃𝑀 = ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
(𝐸𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡∕𝑇𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝐿𝑖∕𝑅)(𝑡)𝑑𝑡 + ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
((𝐸𝑅𝑒𝑐𝑒𝑖𝑣𝑒 (24)
9

+ 𝑇𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡2𝜙𝑃𝑖𝑑𝑙𝑒)∕𝑇𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝐿𝑖∕𝑅)(𝑡)𝑑𝑡 + 𝑃𝑠𝑙𝑒𝑒𝑝𝑇𝑠𝑙𝑒𝑒𝑝 + (𝑇𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡2𝜙𝑃𝑖𝑑𝑙𝑒)∕𝑇𝑇 𝑟𝑎𝑛𝑠𝑇𝑖𝑑𝑙𝑒
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Fig. 4. CACS in Healthcare application.

Table 2
Experimental results of Bio-Sensors for different parameters.

Type of sensor Actual value Estimated value Error Margin Average Error Margin

Heart Beats 72.00 72.81, 73.31, 70.76, 73.91, 72.99, . . . 1.98, 1.23, 1.75, 1.06, 1.89, . . . 1.54
Blood Pressure 1.50 122.03, 119.78, 121.09, 121.88, 123.09, . . . 0.53, 1.87, 3.35, 3.94, 0.83, . . . 1.93
Temperature 37.00 38.03, 37.98, 37.89, 36.99, 36.89, . . . 0.83, 1.08, 1.00, 0.57, 0.18, . . . 0.99

𝜉𝑅𝑀 = ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
(𝑉𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡.𝐼𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝐿𝑖∕𝑅)(𝑡)𝑑𝑡 + ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
(𝑉𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡.𝐼𝑅𝑒𝑐𝑖𝑒𝑣𝐿𝑖∕𝑅)(𝑡)𝑑𝑡+

𝑉𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡(𝐼𝑠𝑙𝑒𝑒𝑝𝑇𝑠𝑙𝑒𝑒𝑝 + (𝑇𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡2𝜙𝑃𝑖𝑑𝑙𝑒)∕𝑇𝑇 𝑟𝑎𝑛𝑠)
(25)

𝜉𝑀𝑆 = ∫

𝑓𝑖𝑛

𝑖𝑛𝑖
𝐸𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡∕𝑇𝑇 𝑟𝑎𝑛𝑠𝑚𝑖𝑡 + (𝐼𝑀𝑆(𝑒𝑛𝑑)(𝑖))𝑑𝑡 (26)

These three Eqs. (24) and (25), and (26) are the amount of energy consumed in 𝑆𝐶𝑀𝑃 , 𝑆𝐶𝑅𝑀 , and 𝑆𝐶𝑀𝑆 respectively.

5. CACS used in healthcare

Healthcare IoT and bio-medical sensors, create a new era of data collection from the patients and are very useful in remote patient
monitoring and telemedicine. Integrating quantum computing with these sensors can increase system efficiency and improve the
security of such critical applications. There are many applications of healthcare but here we consider remote patient monitoring
systems as shown in Fig. 4. In which the vital parameters are checked regularly by using these biosensors. These may include heart
rate, blood pressure, glucose levels, oxygen saturation, and many more. Biosensors collect these data within time with the help of
4G/5G/6G to healthcare providers. They analyze the data and instruct the system to medicate accordingly. In this system, there are
some inherent challenges of redundant data collection where these biosensors frequently produce massive data. These data need
extensive processing and immediate data communication, resulting in idle listening and overhearing. Another problem is the massive
data procured by IoT devices and biosensors, which needs rapid analysis of this vast dataset. CACS ensures the data distribution
with proper scheduling of these sensors and also secures the resources from overwhelming and idle listening. This secure quantum
communication technique provides ultra-secure data transmission between biosensors and IoT devices. For more comprehension,
we have also tested this scenario with a data set and calculated some values after applying the four-state model and scheduling in
quantum IoT sensors. The results of these experiments have been drafted in Table 2.

6. Performance evaluation of CACS with respect to QuBit

This section involves the examination and assessment of CACS under various scenarios, and the results have been visualized
through multiple graphs. The evaluation utilized several parameters from the CC2420 [48,73] off-the-shelf product, which is a widely
adopted standard for implementation in IoT. Table 3 presents the key parameters along with their corresponding metric values and
symbolic representations. All these parameters are implemented in the NS-2 [74,75] simulator, allowing for the inspection of packets
to check their contents and subsequently modify the state of the node accordingly. Various parameters have been pre-set for the
10
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Table 3
Evaluation parameters, symbols & metric values.

Parameters Symbols Metrics

Simulation Terrain A x A 200 x 200 m
Standard frequency Frequency (IEEE) 2.4 GHz
Data Rate 𝐷𝑅𝑎𝑡𝑒 250 Kbps
Baud Rate 𝐵𝑅𝑎𝑡𝑒 50–400 kBaud/s
No of 𝐷𝑁𝑛 𝐷𝑁𝑛 20–100
Energy supplied for 𝐷𝑁𝑛 𝐸𝐷𝑁 0.5 J
Probability of CH 𝑃𝑏𝐶𝐻𝑠 0.1
Rounds 𝑅𝑚𝑎𝑥 1000
Buffer at transmission + Receive 𝑀𝑏𝑢𝑓𝑓𝑒𝑟 256 Bytes
Size of 𝑆𝐷𝑎𝑡𝑎 𝑆𝐷𝑎𝑡𝑎 512 bits (64 Bytes)

Fig. 5. CACS with 10 DNs (Nodes) connected in IoT, red DNs have no connections.

sensors within the simulation. Initially, the topology of 10 𝐷𝑁𝑠 was implemented with different colors. The red-color 𝐷𝑁𝑠 are
Sleep-states, green is Active, Blue is Wait and Indigo is Rout-state as shown in Fig. 5. The system has also checked for an increasing
number of 𝐷𝑁𝑠 from 20–100 and its applicability and other parameters have been checked. First, these IoT sensors are deployed
randomly with no content checking and no policy implementation. The system responds with a massive data set which affects the
resources of the IoT system as shown in Fig. 6. After applying the CACS policy of scheduling by eliminating the extra burden and
overhead in the form of idle listening and overhearing, the quantum IoT system reshaped the structure as shown in Fig. 7.

6.1. Delay analysis in IoT sensors

The optimum delay in CACS has been calculated in two conditions, to apply with idle listening and with it. The scheme has shown
a little diversion in behavior in Fig. 8. In this diagram, the delay is calculated at different data rates (50 kBaud/s, 200 kBaud/s,
and 400 kBaud/s) for CC2420. The delay almost increases with the increased number of packets with time. This trend is visible
for both the Idle Listening and without listening scenarios. Ignoring Idle listening, the delay is minimal while adding the factor of
idle listening in total delay, the delay increases because of the time of wake-up when a 𝐷𝑁𝑛 is in sleep state. At the start of the
simulations (0 s), the delay is also much less, and with increasing (nearly 10 s), the increase in delay becomes more pronounced.
Different baud rates also affect the scenario because different baud rates produce different levels of congestion in the network. At
each data rate (Baud rate), the delay for adding Idle Listening is greater than the delay for Without Listening. It proves that in the
Idle Listening scenario, where the system is actively listening for incoming data, the CACS takes more time to settle compared to
the scenario without listening. To find out the actual delay in each case, we have calculated as a function of delay with data rate
and calculated delay values at different Baud-Rate at different times. At 50 kBaud/s, the CACS performs in Idle Listening (Delay)
at 0, 1000, 2000, 3000, 4000, and 5000 ms for idle listening and without idle listening. The difference at each point is 0.79 ms.
The same experiments are repeated for 200 kBaud/s, and with the same time frames of 0, 1000, 2000, 3000, 4000, and 5000 s,
the difference is 0.80 ms. For 400 kBaud/s in the same scenarios, the difference is 0.80 ms. These values prove that without idle
listening, the delay is higher compared to when idle listening is enabled. This makes sense, as idle listening adds some additional
overhead, resulting in a longer delay for data transmission with consistency in overall experiments.
11
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Fig. 6. CACS with 100 DNs (Nodes) connected in IoT, red DNs have no connections.

Fig. 7. CACS with 100 DNs (Nodes) connected in IoT, red DNs have no connections, after scheduling.

After faxing the Baud-Rate to 50 Baud/s with the same scenario, check the behavior of the CACS in idle listening and without
idle listening. The results are quite different from the previous experiments. When idle listening is considered and added to the
calculation, it affects the entire flow of data by increasing the delay. This is because of the waste of many sensing cycles in the
normal flow of data. While ignoring the idle listening, the delay is much less, but still, there are 0.44 s of delay and 5000 ms of
sensing cycles. On the other hand, there are 9.1 s of delay in the same cycles of 5000 ms. This delay is enormous and cannot be
ignored, as shown in Fig. 9.

6.2. Bit error rate in CACS

The Bit Error Rate (BER) is calculated in both scenarios and found to have different values at different numbers of rounds. We
have experimented with these scenarios when the erroneous bits received were compared to the total bits transmitted in a 100-node
network with 200 × 200 terrain. The graph is mapped between some rounds versus BER, and it ranges from 0% to 10%. The results
from these experiments are mapped in Fig. 10, in which the blue line represents BER with idle listening and the red line represents
BER without listening. With idle listening, the BER is less compared to idle listening because, in this technique, nodes constantly
listen to the channel even when they have no data to transmit and consume a good amount of energy. While applying without idle
listening, they only send fewer bits as per policy, which reduces channel contention. To compare these values, there is a 22.23%
difference in adding idle listening or ignoring it.
12
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Fig. 8. CACS with different Baud Rate in CC2420.

Fig. 9. CACS with same 50 Baud/s with and without Idle Listening.

Fig. 10. BER in CACS with and without idle listening.
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Fig. 11. Energy comparison in applying Idle listening and without idle listening.

6.3. Energy consumption in CACS

The energy of the network is a very important factor, and all the crucial tasks are streamlined by this parameter. The network is
also tested in both conditions for energy. It behaves differently in both cases. The results of these experiments are shown in Fig. 11,
in which energy (nanojoules) versus number of rounds (round means of a specific number of data transmissions or communication
events) are mapped. In this figure, the blue line represents the energy usage when idle listening is not utilized, and the red line
represents the energy consumption when idle listening is applied. These results prove that idle listening contributes to higher energy
consumption because the sleep 𝑆𝑁𝑛 needs extra energy for the wake-up process, and these nodes consume extra energy. To calculate
the difference for each round, the overall difference is 20% in both cases. It means that CACS with idle listening consumes 20%
more energy than without it.

6.4. States of 𝐷𝑁𝑛

In a scenario that is comprised of 100-𝐷𝑁𝑛, each device there is a sensor in any state from all four states within the four-state
model. Every 𝐷𝑁𝑛 node can adopt any of the defined states from the model, resulting in a total of 100 states across the network.
However, there is a restriction imposed to maintain balance: no state should be represented by less than 10% of the total 𝐷𝑁𝑛, nor
should any exceed 50%. Under this constraint, the scenario undergoes experimentation over 20 sensing cycles, monitoring the state
of each sensor throughout. The objective is to ensure that all four states are consistently present in the sensors at any given time, as
depicted in Fig. 12. This experimental setup aims to validate the robustness and reliability of the network in maintaining a diverse
range of states across its nodes, ensuring comprehensive coverage and functionality throughout the sensing cycles.

6.5. Traffic conditions in IoT for CACS

Another parameter for analysis is the number of packets received at the central device in IoT. We are claiming that CACS
minimizes traffic and lessens the number of packets. We have performed another experiment and calculated the packet flow towards
𝐶𝑁 . It is proved that first CACS increases packet flow to 𝐶𝑁 , but after some time, the flow starts declining, as shown in Fig. 13. It
is because sometimes the network remains consistent and there is a need for a few packets after checking the contents of packets.
The relationship between the number of rounds and the number of packets is mapped in three modes: statistics, direct messages,
and probability-based. It is observed that messages at 𝐶𝑁 increase with the passage of time and the increasing number of rounds
in all three conditions. CACS-Statistics and Direct Messages schemes are looking to have a more gradual and consistent increase in
the number of messages, while probability-based schemes have shown more fluctuation in packets towards 𝐶𝑁 .

6.6. Post quantum CACS security analysis

CACS is also analyzed for security analysis for three types of attacks that are related to the working structure of the proposed
technique. These attacks are normally launched with a generic structure and they always target the working procedure of the scheme.
CACS is analyzed throughout time and its behavior is mapped in Fig. 14. The 𝑥-axis is marked with timing and the 𝑦-axis is marked
as security level from 0 to 10. Each attack is mapped with proper values and it is shown that security has increased over time. It
also proves the thwarting of attackers in the structure of CACS over different security measures.
14
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Fig. 12. Different States of Sensors in Four-State Model.

Fig. 13. Number of Messages CN in CACS, Direct, and Probability-based.

7. Comparative analysis of CACS with state-of-art schemes

In this section, CACS has been experimented with for different parameters and these values have been compared with these three
recent and near-in functions protocols which are TUA-IoT [76], HQCNN [77] and OSS-IoT [78]. These are selected for comparing
the values because the functionalities of these protocols are very near and similar to CACS. Some of the dominant parameters are
comparison storage requirements for data sets, communication costs/overhead, and computational complexities.

7.1. Time cost/overhead

Let 𝑀𝑥𝑅 be the matrix multiplication of modulo 𝑅, 𝑉𝑥𝑅 be the vector multiplication of modulo 𝑅, 𝐴𝑥𝑅 be the vector addition
modulo 𝑅 and 𝐻𝑥𝑅 be the one-way function used in all these schemes. The total cost time is calculated for each scheme and marked
in Table 4. Each scheme starts from initialization, state changing, and authentication. The total cost is calculated from these values.
The Initialization phase is the same for all schemes while in state changing, authentication, and total costs vary. The effectiveness
of each scheme is indicated by the time cost/overhead in milliseconds, where TUA-IoT has the greatest time cost and OSS-IoT has
the lowest while the CACS is a little high cost than OSS-IoT.
15
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Fig. 14. Security Analysis of CACS in Timing Attack, Fault Attack, and Power Analysis Attack,.

Table 4
Comparison of computational overhead of CACS with TUA-IoT, HQCNN, and OSS-IoT.

Parameter TUA-IoT HQCNN OSS-IoT Proposed CACS

Initialization 𝑀𝑥𝑅 𝑀𝑥𝑅 𝑀𝑥𝑅 𝑀𝑥𝑅
State Changing 2𝑀𝑥𝑅+2𝑉𝑥𝑅+2𝐴𝑥𝑅+ 3𝐻𝑥𝑅 2𝑀𝑥𝑅+2𝑉𝑥𝑅+ 5𝐻𝑥𝑅 2𝑀𝑥𝑅+3𝑉𝑥𝑅 + 𝐴𝑥𝑅+ 5𝐻𝑥𝑅 3𝑀𝑥𝑅+ 5𝐻𝑥𝑅
Authentication 3𝑀𝑥𝑅 + 𝑉𝑥𝑅+5𝐴𝑥𝑅+ 3𝐻𝑥𝑅 2𝑀𝑥𝑅 + 𝑉𝑥𝑅+ 5𝐻𝑥𝑅 3𝑀𝑥𝑅+3𝑉𝑥𝑅 + 𝐴𝑥𝑅+ 5𝐻𝑥𝑅 2𝑀𝑥𝑅+ 3𝐻𝑥𝑅
Total Cost 7𝑀𝑥𝑅 + 𝑉𝑥𝑅+9𝐴𝑥𝑅+ 5𝐻𝑥𝑅 4𝑀𝑥𝑅 + 𝑉𝑥𝑅+ 9𝐻𝑥𝑅 8𝑀𝑥𝑅+7𝑉𝑥𝑅 + 𝐴𝑥𝑅+ 7𝐻𝑥𝑅 5𝑀𝑥𝑅+ 9𝐻𝑥𝑅
Time Cost/overhead (ms) 38.345 31.953 22.892 24.342

Table 5
Comparison of CACS with TUA-IoT, HQCNN, and OSS-IoT in complexity and
computational cost.
Scheme Complexity overhead Computational cost

TUA-IoT Low: O(n) High: O(n log n)
HQCNN Medium: O(log n) Medium: O(log n)
OSS-IoT High:O(n log n) Low:O(n)
Proposed CACS Low: O(n) Medium O(n2)

7.2. Computational complexities

The computational complexity of CACS is testified by the other three schemes, OSS-IoT, HQCNN, and TUA-IoT. The values and
behavior of these schemes are noted in Table 5 and compared with CACS. The TUA-IoT has a high computational cost of O(n log n),
however, it has a low complexity overhead of O(n). HQCNN sustained between medium complexity overhead with computational
cost, which is marked as O(log n). OSS-IoT while maintains a low computational cost of O(n) while a significant complexity overhead
of O(n log n). From these experiments, it is clear that the CACS scheme ensures a low complexity overhead of O(n) and a medium
computational cost of 𝑂(𝑛2).

7.3. Storage complexity of CACS with TUA-IoT, HQCNN, and OSS-IoT

Another parameter for comparing the behavior of CACS with others is storage complexity. There are many factors involved in
storage complexity from initialization to authentication phase. Once the authentication completes, it is never initiated in the same
session of data between any quantum IoT sensors. The packet size and size of the hash function 𝐻𝑥𝑅 is 2𝑙𝑜𝑔𝑛. The communication
cost with storage will be 2 logn (2 nlog(n) +11). The communication cost with storage complexity is calculated for each scheme
and presented in Table 6.
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Table 6
Storage complexity of CACS with TUA-IoT, HQCNN, and OSS-IoT.
Scheme Data storage Data length

TUA-IoT 512/1024 Bytes 2 log n(11 k log n)+1
HQCNN 512/1024 Bytes n(2 k log n)+n
OSS-IoT 1024 5 log n(2 k log n)+1
Proposed CACS 1024 2 log n+1(k log n)+1

8. Conclusion and future work

IoT makes possible the integration of everyday objects with sensors, seamless connectivity, and computational capabilities,
nabling them to collect, exchange, and act upon real-time data. This paradigm shift can change our lives, including how we
nteract with our homes and cities and how businesses improve activities and deliver services. It improves efficiency, convenience,
nd productivity across several areas, opening the way for a more intelligent, connected world. Sensors are the basic units for data
ollection from real-world scenarios and provide communication between these objects. However, these resource-restricted devices
o not have enough resources to make it possible to use them to handle massive or repeated tasks. IoT sensors are always busy
ith continuous sensing and sending out data, which may result in listening in on redundant or useless data or remaining idle for a

ong in quantum IoT scenarios. To handle this problem of overhearing and idle listening for security and resilience against quantum
oT attacks, we have proposed ‘‘Self-Adaptive and Content-Based Scheduling (CACS) for Reducing Idle Listening and Overhearing in
ecuring the Quantum IoT Sensors’’. This technique dynamically configures network conditions based on the contents of detected
ackets which reduces overhearing and idle listening. It guarantees a significant 22.23% decrease in BER and minimizes energy
onsumption by about 20%, marking a better efficiency improvement across the quantum IoT network. CACS significantly increases
nergy efficiency by reducing overall network traffic and ensuring full coverage using a four-state transition model.

In the future, CACS can perform better by integrating quantum computing techniques and tools for testing each possible case of
dversaries in quantum IoT sensors. Using the logic of QuBit, deep packet inspection of the traffic generated at IoT sensors can be
hecked and formulated for different tasks. The biosensor values should be checked and should be optimized for decision-making in
ealth-critical applications. Although, there are many challenges in implementing CACS within post-quantum computing scenarios
ere we have implemented the initial sketch and it will improve with further testing and experimentation.
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